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We observe a critical behaviour near T, in the infrared reflectivity of c-axis oriented Y ,Ba2Cu307--x films prepared with pulsed 
in situ laser deposition. From an analysis of the temperature dependence of the spectra, which were measured with intervals of 5 
K in a large temperature range around r, we obtain ( 1) the temperature dependence of the superfluid fraction, and (2) the 
temperature dependence of the absorption edge at 400 cm-‘. We show that the superfluid fraction follows closely a I - (T/ TC)4 
law. We show furthermore that the height of the absorption edge closely follows the behaviour of the superfluid fraction, whereas 
the energetic position of the edge is practically constant up to T,. This behaviour can be understood in a semi-empirical way using 
a modified Gorter-Casimir two-fluid model using the concepts of a temperature independent gap and a temperature dependent 
density of the superconducting fraction. Above T, we observe a dip in the self-energy of the dielectric function at the position of 
the absorption edge existing in the superconducting state. 

1. Introduction 

Since the discovery of cuprate high-T, supercon- 
ductors by Bednorz and Miiller [ 1 ] two major 
anomalies with respect to BCS theory directly con- 
nected to the superconducting state have been dis- 
cussed: the oldest and best established one is the ab- 
sence of a Hebel-Slichter [ 2 ] peak in the nuclear spin 
relaxation [ 3 1. The second one has been the deter- 
mination of the superconducting gap. A large variety 
of different gap values have been determined in the 
same materials using a variety of techniques. In par- 
ticular the interpretation of the famous 8 k,T, edge 
structure that has been observed with infrared spec- 
troscopy [ 4-81, energy loss spectroscopy [ 91, 
photoelectron spectroscopy [ IO] and tunneling [ 111 
has been subject of many discussions and a wide va- 
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riety of explanations have been proposed. Very re- 
cently detailed measurements [ 121 of the tempera- 
ture depedence of the frequency shift and relaxation 
rate of a large number of different phonon frequen- 
cies could be interpreted in connection with the for- 
mation of a superconducting gap that is slightly, but 
significantly, smaller than the 8kBTc edge structure. 
There have been various observations of a much 
smaller gap-like feature in a number of samples [ 13 1. 
In this paper we extend in great detail on an earlier 
indication [ 14,15 ] that in c-axis oriented high qual- 
ity Y,Ba$u@-, samples there is only one feature 
in the range above 100 cm-’ that can be identified 
as a gap. This is the 8k,T, absorption edge. Although 
at low temperatures the spectral features can be well 
understood in terms of standard BCS theory, pro- 
vided one accepts a distribution of A between 200 
and 325 cm-‘, the temperature dependence of this 
feature has a totally new and anomalous phenome- 
nology, i.e. A itself does not depend on Tin the tem- 
perature range of interest, but the superfluid fraction 
as well as the height of the edge follow closely a 
1 - ( T/Tc)4 behaviour, which is also the tempera- 
ture dependence of (A( T)/1(0))*, where L(T) is the 

0921-4534/91/$03.50 0 199 I - Elsevier Science Publishers B.V. (North-Holland) 



2 D. van der Mare1 et al. /Infrared study of the superconducting phase transition in YBa,Cu,O,-, 

London penetration depth. Interestingly, Hebel and 
Slichter have made the following observation in their 
historical paper on nuclear spin relaxation in normal 
and superconducting aluminum [ 21: “Reasonable 
assumptions for a two-fluid model would make the 
relaxation rate always slower in the superconductor 
(or in any event either always slower or always 
faster), so that nuclear spin relaxation does not seem 
capable of interpretation in terms of this theory”. One 
can reverse the argument in the case of the cuprate 
high-T, superconductors and argue that the absence 
of a Hebel-Slichter peak can be interpreted as an im- 
plication of two-fluid superconductivity of some 
kind. One has to bear in mind however, that the ab- 
sence of a Hebel-Slichter peak can also be explained 
as a result of strong coupling [ 161, or anisotropy 
1171. 

A detailed comparison of our data to model cal- 
culations based on BCS theory as well as an ad hoc 
two-fluid model with a constant value of A for the 
superfluid fraction and a temperature-dependent su- 
perfluid fraction, very convincingly favours the lat- 
ter model. This behaviour does not follow directly 
from strong coupling BCS theory. In addition and 
probably closely related to this we find indications 
for a small fraction of pairs above T,, again char- 
acterised by this same energy of 8kBTC. This can either 
be interpreted as non-gaussian superconducting fluc- 
tuations, or as a mixture in the normal state of sin- 
gle-charge carriers and local pairs, e.g. bipolarons. 
These normal-state anomalies and the anomalous 
temperature dependence of the gap seem to be in- 
timately related and point in the direction of a ther- 
modynamics that is neither described by Bose con- 
densation of pre-existing pairs nor by BCS theory. In 
any case the persistence of a small fraction of ma- 
terial with the 8k,T, edge above T, is in conflict with 
a gap that closes at T,. 

2. Experimental 

2.1. Sample preparation and characterisation 

c-Axis oriented thin films with thicknesses be- 
tween 2000 8, and 4000 A were prepared using the 
pulsed laser deposition technique set up for in situ 
Y-Ba-Cu-0 thin film growth. Experimental details 

have been published elsewhere [ 18 1. Characterisa- 
tion of the films using scanning electron microscopy, 
optical microscopy, and X-ray diffraction revealed 
that the films are single phase and c-axis oriented with 
a smooth surface. The substrates are single crystals 
of SrTiO, and twinned crystals of LaA103 ( [ 1001 
surface) with a wedged backside. Transmission elec- 
tron microscopic measurements demonstrated a well- 
defined substrate/film interface on an atomic scale. 

In this paper we report on the reflectivity mea- 
sured on two thin films of 300 nm on SrTiOs (sam- 
ple A) and on LaA103 (sample B). The motivation 
to use samples of limited thickness is, that the best 
quality and c-axis orientation is obtained for sam- 
ples with a thickness of less than 400 nm. In fig. 1 
we present the SQUID susceptibility measurements 
and the resistivity curves on these two samples. These 
measurements were done after all infrared measure- 
ments were completed. We see that both samples have 
a sharp superconducting transition between 89 K and 
90 K. The resistivities at 300 K are approximately 
200 uR cm and 400 ufi cm for samples A and B. 

2.2. Measurement procedures and data handling 

Infrared measurements were carried out in the far 
infrared (FIR) range (60 cm-‘-700 cm-’ ) and 
middle infrared (MIR) range (450 cm-‘-7000 
cm-‘) using a Fourier transform spectrometer. The 
measurement procedure was as follows: Both spec- 
tral ranges were measured in separate sessions, in 
which we first measured a reference mirror (Al and 

Temperature (K) 

Fig. 1. DC SQUID susceptibility and resistivity of samples A 
(dashed curve) and B (solid curve). 
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Ag) at all temperatures, followed by a session in 
which the sample was measured at the same set of 
temperatures, and (not always) a third session in 
which again the mirror was measured at all temper- 
atures. By comparing the results obtained on the 
mirror in two independent sessions we could esti- 
mate the effect of thermal drift and of the unavoid- 
able slight differences in mounting of the sample and 
the mirror on the spectra. From accumulated expe- 
rience we know that it is essential to repeat the ses- 
sions for the sample and the mirror in exactly the 
same way in order to get a reproducible result, with 
systematic errors of the absolute reflectivity smaller 
than 0.5%. To this end we stepped in regular inter- 
vals of 10 minutes and 5 K through the temperature 
region between 20 K and 150 K after an initial cool- 
down in larger steps of 50 K in all measurement ses- 
sions. The physical reason why this is important is 
that due to the long time constants in cooling of the 
substrate holder gradual changes in sample position 
take place during the whole measurement session, 
which influences the optical path. The MIR is more 
susceptible to this, and as a result the absolute ac- 
curacy we obtained in this range is only 3%, although 
the relative accuracy of the spectra taken at different 
temperatures during the same session is better than 
0.5%. In the FIR both the absolute and the relative 
accuracy obtained is better than 0.5% if the correct 
procedure is followed. 

The MIR spectra were joined to the FIR spectra 
using a scaling factor to overcome the 3% misfits in 
the regions of overlap. We took care here to use the 
same scaling factor for all temperatures measured, in 
order not to impose the measured temperature de- 
pendence in the FIR onto the MIR. For the present 
study where we concentrate on rather subtle tem- 
perature dependences in the FIR and in the MIR this 
is essential. Discontinuities of the order of 0.5% of 
the absolute reflectivity are then found at the fre- 
quency where the two spectral ranges are fitted to- 
gether. In those cases where we wish to make a Kra- 
mers-Kronig analysis, a weighted average in the 
region of spectral overlap is used to join the spectral 
ranges smoothly. In the reflectivity spectra presented 
in this paper we only scaled the MIR to the FIR in 
the way described above. No additional scaling of 
the spectra was used, so that our estimate of the 
overall absolute accuracy is 0.5%. When comparing 

the spectra taken at two subsequent temperatures we 
conclude that the relative accuracy on a limited tem- 
perature (and time) interval is better than 0. l%, but 
typically systematic deviations of 0.5% develop dur- 
ing the 4.5 hours it takes to cover the temperatures 
range between 20 K and 150 K. 

3. Experimental results 

3.1. Reflectivity spectra 

In figs. 2 and 3 we display the reflectivities of both 
samples as a function of frequency and temperature. 
In fig. 3 (b) we also display the reflectivity of LaAlO, 
together with a fitted theoretical curve using the 
expression. 

t(V)=E,+ f ?I4 
,=, v;-v 2-iuT, ’ 

In table 1 we give the fit parameters. On comparing 
the reflectivity with the substrate data we conclude 
that the peaks at 188,429 and 670 cm-’ in fig. 3 are 
due to substrate phonons. The wiggly structures be- 
tween 700 and 900 cm-’ in fig. 3 are of instrumental 
origin and depend on the accuracy with which the 
positioning of the sample and the mirror can be re- 
produced. The same holds for the small dip at 370 
cm-’ seen in the reflectivity data of sample A and 
B. This assignment is based on dividing the spectra 
of an Al mirror before and after slightly changing the 
alignment, where we found bumps at the same fre- 
quencies on an otherwise flat background. At 3 15 
cm- ’ we observe a peak at the 1% level, which is not 
instrumental and which corresponds to the c-axis 
phonon which dominates the reflectivity spectra of 
ceramic samples and &oriented single crystals. In 
principle it is a forbidden transition in normal in- 
cidence spectra of c-axis oriented single crystals. Its 
weak presence in our spectra may be due to a relax- 
ation of the optical selection rules due to small de- 
viations from perfect stoichiometry. 

Both in figs. 2 and 3 we observe the following im- 
portant trend as a function of temperature: The re- 
flectivity increases until an abrupt decrease sets in at 
T, for frequencies above 600 cm-‘, whereas for fre- 
quencies below 600 cm-’ a sudden increase in re- 
flectivity occurs, resulting in the development of a 
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Fig. 2. Experimental reflectivity data of a c-axis oriented 
Y, Ba,Cu,O,-, film on a SrTiO, substrate as a function of fre- 
quency and temperature. (a) 3D representation. (b) Left: Fre- 
quency dependence of the reflectivity measured at (from top to 
bottom): T= 30,60,90, 120, and 150 K. Right: Temperature de- 
pendence of the reflectivity measured at (from top to bottom) 
v= 100 cm-‘, to 1450 cm-’ with increments of 50 cm-‘. 

pronounced shoulder at 400 cm-‘. As the data cor- 
responding to sample A show no peaks due to the 
substrate, we will study these features more closely 
using a Kramer-Kronig analysis. We will return to 
the reflectivity data corresponding to sample B as well 
as sample A when we compare the data to theoret- 
ically obtained reflectivity curves in the discussion. 

3.2. Low frequency fit 

In order to make a proper Kramers-Kroning anal- 
ysis of the data we need extrapolations to the low- 
and high-frequency sides of the spectra which are 
physically meaningful. For T> T, the sample is in the 
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Fig. 3. Experimental reflectivity data of a c-axis oriented 
YIBaZC&07-x film on a LaAlO, substrate as a function of fre- 
quency and temperature. (a) 3D representation. (b) Top: Fre- 
quency dependence of the reflectivity measured at (from top to 
bottom): T=35, 85, 135, 185, 235 and 285 K. Bottom: Reflec- 
tivity of LaAIOX (dashed) and a fitted spectrum (solid). 
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Table I 
Optical constants for SrTiOS [ 191 and LaAIO, 

J v,(cm-’ ) s, T,(cm-‘) 

LaAIO, t,=2.47 
1 188 15.8 2.82 
2 429 5.9 6.44 
3 500 0.011 7.5 
4 678 1.22 10.17 

SrTiO, t,=5.20 
1 96 236 7 
2 177 7 13 
3 552 1.38 20 

metallic state and the dielectric constant is well ap- 
proximated by the Drude-Lorenz form in a limited 
frequency interval around the origin. The reflectivity 
can be well approximated by the Hagen-Rubens for- 
mula for frequencies much smaller than the scatter- 
ing rate. In the superconducting state, for frequen- 
cies smaller than the gap, ( 1) the reflectivity need 
not be 1 OO%, and (2 ) the Hagen-Rubens formula 
does not give the appropriate frequency dependence 
of the reflectivity. The appropriate form of the di- 
electric function for frequencies below the gap is 

2 

f(V)=& - 
vs v;-vi 

v(v+iO+) - v(v+ir) ’ 

If the charge-carrier density in the superconducting 
state and in the normal state is the same we can de- 
fine a superfluid fraction 

ns(T)=(%(T)lv/J)2~ (2) 

This form is based on a Drude description of both 
the superfluid component (resulting in a &function 
contribution to the conductivity) and of the normal 
component. In the BCS picture the normal compo- 
nent is formed by the thermally excited quasiparti- 
cles, that in principle only contribute at finite tem- 
perature (unless the gap has nodes). This form of 
the dielectric function has, however, a wider appli- 
cability as long as the optical response is dominated 
by a superfluid component and a damped Drude-like 
component. Note that the Drude form is a fairly good 
approximation to the metallic response which was 
derived independently of (and long before) the 
Fermi-liquid description of metals, which is in prin- 

ciple equally applicable to non-Fermi liquid-like sys- 
tems such as a gas of bosons. The reflectivity for small 
v than takes the form 

Rzl- JxJmyyz;I). (3) 

where 

VHR = 
v;u-nJ 

8l- ’ 

and 

For small values of Q, vX converges to zero and we 
retain the Hagen-Rubens formula where 1 -R scales 
with the square root of the frequency. For finite val- 
ues of n, there is a cross-over frequency vx below 
which 1 -R has the qualitatively different v* behav- 
iour and above which we retain the Hagen-Rubens 
form with a reduced plasma frequency. For n,= 1 the 
reflectivity is unit for all frequencies up to the gap 
frequency, where absorption across the gap sets in. 
For small n, (i.e. near T,) the cross-over frequency 
vx is approximately n,( T)T, i.e. smaller than or of 
the order of the scattering rate, which in the case of 
the present samples amounts to a few hundred wave- 
numbers. We fitted our reflectivity data between 100 
and 300 cm- ’ to the above dielectric function, where 
we added an additional temperature independent 
Drude oscillator vi,,v-‘( v+ir,,,,,)-’ which repre- 
sents the contribution due to the chains [ 201. In the 
least squares lit only n, and rwhere varied. The other 
parameters are given in table 2. The motivation for 
this choice of parameters of the chain contribution 
will be discussed later in this paper, and corresponds 

Table 2 
Drude parameters used for fitting theoretical curves to the reflec- 
tivity curves of samples A and B. All parameters except t, are in 
cm-‘. 

Sample A Sample B 

*lJ 
r 

I1000 
fig. 5 

8000 
120V’~l+(7-(K)/90)2) 

“I!%, 17000 1800 
I- ln,r 4500 4500 
cx 5.0 3.7 
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closely to the optical conductivity obtained for un- 
twinned single crystals [ 201. The addition of this ex- 
tra Drude term does not affect the values we find 
from the fit for n,(T), but has a considerable influ- 
ence on the values found for r. 

In fig. 4 we present the experimental curves to- 
gether with the fits for a number of temperatures. The 
agreement is good with deviations of only 0.2%. Very 
clearly there is no indication in the experimental 
curves of a gap-like feature in this frequency regime. 
Nevertheless the fit to be Drude model in the normal 
state is very satisfactory, and the deviation of about 
4% from perfect reflectivity in the normal state in- 
dicates that if a BCS gap would exist in this fre- 
quency regime, the superconductor would be sufft- 
ciently “dirty” to make it well observable. This is also 
borne out by our model calculations using general- 
ized Mattis-Bardeen expressions covering the case 
of intermediate “cleanliness”, which we will present 
in the discussion section. It has been postulated ear- 
lier, that the superconducting cuprates might be too 
“clean” to have an observable effect on the reflec- 
tivity due to the opening of a gap [ 8 1. The weak wig- 
gles in the experimental curves are of the order of 
magnitude of the instrumental precision and will not 
be discussed. In fig. 5 we display the temperature de- 
pendence of n,( T) (full circles) and r obtained from 
this least-squares fit. We see that there is a distinct 
temperature dependence with an abrupt change at 
T,. Above T, we find that n,( T) is almost zero; the 
remaining small deviation from zero falls within the 
0.5% experimental uncertainty in the absolute re- 
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Fig. 4. Experimental reflectivity of sample A (dashed curves) to- 
gether with a theoretical tit in the low-frequency region (solid 
curves). From top to bottom: T= 30,60,75,90, 120, and 150 K. 
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Fig. 5. (a) Solid curve: 1 - ( T/TC)4, closed circles: n, obtained 
from fit with r and n, as parameters, open circles: adjusted val- 
ues of n,, crosses: n, obtained from integrating the conductivity. 
(b) robtained from tit with rand n, as parameters. 

flectivity. We know that the resistivity above T, is 
almost linear, hence the deviations from linearity are 
also related to systematic errors in the determination 
of the absolute reflectivity. As we want to avoid the 
use of extrapolations which are physically meaning- 
less, we deliberately set n,(T) =O above T, and 
slightly rescale the values below T, (open circles) in 
our Kramers-Kronig analysis. The extrapolations of 
the reflectivity curves are then made with these val- 
ues of n,( T) and with r as the only lit parameter. 

The temperature dependence of n, closely follows 
a 1 - ( T/Tc)4 law, and is essentially temperature in- 
dependent below 50 K. A second important obser- 
vation at this point is that in our samples apparently 
not all spectral weight of the Drude response func- 
tion collapses into a d-function. This is already di- 
rectly evident from the reflectivity spectra, which do 
not reach lOO%, even at the lowest temperatures. 
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There is a number of possible explanations for this 
rather unexpected behaviour: In writing eq. ( 1) we 
implicitly assumed that we are in a frequency range 
below the BCS gap (if there is any). If the compo- 
nent described by the damped Drude oscillator has 
a BCS-like energy gap sufficiently far below 100 cm- ’ 
we would not notice the influence of this although 
n,(T) could still be 100% at low temperatures. The 
second possibility is that our samples contain about 
35% of metallic nonsuperconducting phases. The un- 
likely thing about this is that a concentration of 35% 
would not escape detection by X-ray diffraction or 
electron microscopy, which has been used to char- 
acterise our samples. One could speculate that such 
metallic phases exist in near-stoichiometric 
YBaCuO ( 1: 2 : 3: 7 ) without changing the lattice 
structure. The observation of a normal metallic com- 
ponent in the dielectric response is in accord with 
the observation of the linear term in the specific heat 
at low temperatures, the weight of which is a strongly 
sample-dependent property. Loram et al. and Phil- 
lips et al. [ 2 1,45 ] recently found about 10% of the 
normal-state free-electron contribution at T-K T, for 
undoped samples ranging to more than 90% for sam- 
ples where 10% of the copper atoms have been re- 
placed by Zn. 

The temperature dependence of r (fig. 5 ) reflects 
the linear temperature dependence of the normal- 
state reflectivity. The deviations of perfect linear be- 
haviour above T, reflect systematic errors in the re- 
flectivity of about 0.2% which we discussed in the 
previous section. If we extrapolate the Drude expres- 
sion eq. ( 1) to zero frequency we obtain a DC re- 
sistivity at 100 K of about 75 uQ cm. This value is 
consistent with the DC conductivity in the &plane 
[ 23 ] measured on good single crystals. There are two 
different ways to obtain an estimate for the effective 
mass of the charge carriers at this point. Either one 
extracts an effective mass from the plasmon fre- 
quency, assuming a value for the density of charge 
carriers, or one combines our value for the decay rate 
r with the mobility extracted from experimental Hall 
and resistivity data, in both cases using Drude 
expressions. As our extrapolated value of the DC re- 
sistivity corresponds to the value found using trans- 
port measurements both types of analyses automat- 
ically results in the same estimate of the effective 
mass. The in-plane Hall coefficient is temperature 

dependent [ 241 and corresponds to an effective car- 
rier density of 3~ lo*’ cm-3 at 100 K and 9~ 10” 
cmd3 at 300 K. Using the Drude expression for the 
plasma frequency ( 11000 cm- ‘, see table 2) one ob- 
tains a temperature dependent mass ranging from 
2.2.m, at 100 K to 6.7m, at 300 K. 

3.3. Optical conductivity 

In fig. 6 we display the conductivity obtained from 
a Kramers-Kronig transformation of our data for a 
number of temperatures. We used the low-energy ex- 
trapolation discussed in the previous section below 
100 cm- ’ and a high-energy extrapolation using two 
Drude terms with a frequency independent decay 
rate. For frequencies above 30 000 cm-’ a constant 
value for the dielectric constant was assumed. On 
comparing this with a Kramers-Kronig transform 
using an extrapolation where we assumed a decay rate 
that depends linearly on frequency we find no no- 
ticeable differences for our frequency range of in- 
terest, i.e. below 2000 cm-‘. Our data agree well with 
earlier published data, except for frequencies below 
about 250 cm-’ where some authors have claimed 
to find a BCS-like gap. Whether or not this gap has 
really been observed is debatable, basically because 
there is usually a rather large systematic experimen- 
tal error in the absolute value of the measured re- 
flectivity, as has recently been pointed out by Or- 
enstein et al. [ 61. In the case of our data we are 
confident that there is no gap observable in this fre- 
quency range, in the first place because of the good 
tit obtained in fig. 4 and in the second place because 

-; 2500 
0 

-& 2000 

500 1000 1500 

Frequency (cm') 

Fig. 6. Optical conductivity of sample A. From bottom to top: 
T= 30 K to 150 K with increments of IO K. 
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we .observe no temperature dependent step as one 
would expect. Taking the scattering rate of fig. 5 of 
about 120 cm- ’ and assuming that 24 is somewhere 
between 100 and 300 cm-’ we obtain a value for r/ 
(24) between 0.4 and 1.2, which would result in a 
drop in reflectivity of about 3% at h v = 24. Whether 
or not one assumes that such a gap exists has neg- 
ligible influence on the conductivity above the as- 
sumed gap value after Kramers-Kronig transfor- 
mation of the reflectivity, but it has a considerable 
influence on the integrated spectral weight. 

The dashed curve in fig. 6 corresponds to the con- 
tribution of the chain conductivity of table 2. On 
comparing with published data on untwinned single 
crystals with fig. 6 we found that the chain contri- 
bution [ 201 is well represented by the Drude param- 
eters of table 2. In the subsequent analysis we will 
subtract this part from the conductivity. In fig. 7 we 
display the conductivity relative to the normal-state 
conductivity, where we subtracted the dashed curve 
of fig. 6. The subtraction does not influence the po- 
sition of the various features, but stretches the scale 
by about 20%. in order to prevent the figure from 
becoming cluttered we only display the curves below 
T, here. The data are clearly dominated by an ab- 
sorption edge which rises steeply between 400 and 
800 cm-‘. Above T, the edge in the conductivity 
cannot be discerned directly. The curves normalized 
to the 95 K conductivity still show an inverted struc- 
ture at the same position, which is however an order 
of magnitude weaker. 
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Fig. 7. Optical conductivity of sample A scaled to the conductiv- 
ity at 95 K. From bottom to top: T=30 K to 90 K with incre- 
ments of 5 K. 

3.4. Frequency-dependent decay rate and mass 

In order to amplify these rather small features 
above T, we determine the frequency dependent de- 
cay rate y(v) and effective mass m*(v) defined by 
the relation: 

E(V)=E,- 
vzm/m*( v) 
v(v+ir(v)) ’ 

where y(v) and m*(v) are real numbers. Inversion 
of this relation allows us to express y(v) and m*(v) 
in terms of the experimental complex dielectric 
function: 

m*( v)/m=% (v&J v)* 
c3 -t(v) 

For E, and v, we use again the values of table 2. Al- 
ternatively one can write the dielectric constant in 
the following form: 

E(V)=&- v: v(v+‘qv)) ’ 
C(v)= % (v+iy(v))-v, 

where C is a frequency-dependent self-energy obey- 
ing Kramers-Kronig relations. In fig. 8 we present y 
and m*/m as solid curves for T> T,, where we used 
the values of table 2 for E, and v,. In order to dem- 
onstrate that the dip in the decay rate occurs at the 
same energy position below and above T, and fur- 
thermore coincides with the position of the absorp- 
tion edge in the superconducting state we apply the 
same formula below T,, resulting in the dashed 
curves. We have to warn here that in the supercon- 
ducting state the values of the inverse lifetime thus 
obtained are physically meaningless. In an extensive 
study of a large number of different samples it has 
been established by Orenstein et al. [ 61 that the edge 
is a very generic materials property and persists in 
samples with lower doping and with a lower T,. This 
led these authors to the suggestion that the threshold 
could be a charge-density wave gap. In thermopower 
often an anomalously sharp peak has been seen in 
several samples below 150 K [ 261. This could be as- 
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Fig. 8. Scattering rate and mass enhancement of sample A. From 
top to bottom (a) and from bottom to top (b): T= 150, 120, 90, 
75. 60 and 30 K. Solid curves: T>, T,, dashed curves T-C r,. 
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Fig. 9. (a) Loss function of sample A relative to I25 K. Temper- 
atures are indicated. (b) Experimental loss function of 
Y,Ba&,O, [9]. 

plot by Demuth et al. [ 91. We see that there is good 
general agreement, including the presence of the tiny 
bump at around 50 meV that persists above T,. The 
main difference is that in the curves generated from 
infrared reflectivity, the edge below T, as well as the 
dip above T, are broadened with respect to the ex- 
perimental HREELS data. The reason for this is not 
clear, but it might be related to the higher sensitivity 
to surface conditions in HREELS. 

The comparison to transmission spectra can be 
made by using the Fresnel formula for the normal 
transmission through a dielectric slab, 

-2 
T= cos(nkd)-isin(nkd) !$ . 

3.5. Energy loss and ir@kared transmission 

Prior to discussing the physical implications of the 
results obtained by infrared reflectivity we first dem- 
onstrate that these are in line with observations with 
other techniques. We compare our results with re- 
cent high-resolution energy loss (HREELS) data and 
with infrared transmission of micro-cleaved single 
crystals. First we generate the energy loss function 
-3( 1 /e) from our experimentally determined di- 
electric function. We use the same representation as 
Demuth et al. [ 9 1, i.e. the ratios with respect to the 
loss function determined at T= 125 K. In order to 
facilitate comparison to the HREELS data we use 
meV instead of cm-’ on the energy axis. The result 
is displayed in fig. 9 together with the experimental 

J 
0 500 1000 1500 2000 

Frequency (cm-‘) 

Fig. 10. Transmission through a slab of 100 nm thickness calcu- 
lated from the experimentally determined dielectric function of 
sample A. 
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where n=& is the complex optical constant of the 
sample material, d is the thickness of the slab and 
k=w/c is the wavevector of the light in vacuum. In 
fig. 10 we display the result for an unsupported thin 
film of 100 nm thickness, again using our experi- 
mentally determined dielectric constant. There is a 
striking similarity between this plot and recent re- 
sults on BizSrzCaCuzOs superconducting films [ 25 1. 
We also see from these plots, that the feature at 400 
cm-’ is not very pronounced in the superconducting 
state. Similar to the experimental results in trans- 
mission we see that the transmitted signal nowhere 
becomes zero, as should happen for a single-phase 
superconductor which has no normal Drude-like 
component contributing to absorption below the gap. 
Our result demonstrates that, although there is no 
clear feature in the transmission spectra thatcan be 
associated with an absorption threshold, one cannot 
conclude from this that there is no threshold feature 
in the dielectric function. In this case the absorption 
edge, which is very pronounced in the reflectivity, 
the conductivity and the loss functions, is removed 
from the transmission spectrum due to the com- 
bined effect of reflection/refraction and the presence 
of a rather strong normal component below the ab- 
sorption threshold. The special point in the trans- 
mission spectra is the maximum at 600 cm-‘, which 
coincides with the midpoint of the absorption edge 
in the conductivity. 

4. Discussion 

4.1. Superfluid density 

Before turning to the interpretation of the absorp- 
tion threshold at 400 cm-’ we first consider again 
the results for the superfluid density. We already ob- 
tained the superfluid density from fitting the low-fre- 
quency part of the spectra, as displayed in fig. 5. We 
now study the same feature by comparing the inte- 
grated conductivity in the normal and in the super- 
conducting state. In fig. 11 we display the function 

Neff( v) = 
4m, Vunit ” 

$ 
s 

a(v’)dv’ , 
o+ 

using the notation of Orenstein et al. [ 61, i.e. m, and 

0.16 

5 0.12 
z 

0.00 

0 500 1000 1500 
Frequency (cm-') 

Fig. I 1. Effective number of charge carriers per unit cell calcu- 
lated from integrating the conductivity of sample A. From top to 
bottom: T= 150, 120,90,75,60 and 30 K. 

e are the bare electron mass and charge and ?‘u”it is 
the unit cell volume. The number of charge per unit 
cell can be derived from Neff by multiplying it with 
the relative effective mass. As there is no frequency 
where Neff saturates, one cannot make an unequi- 
vocal assignment of the effective mass given a cer- 
tain assumption for the density of charge carriers. If 
we assume that the density of charge carriers cor- 
responds to about one hole per unit cell we can es- 
timate that the effective mass is approximately 4m, 
(i.e. assuming that the charge carriers have charge e. 
If one assumes a charge of 2e such as for bipolarons 
[ 401 one arrives at an effective mass of 8m, for the 
pairs. ) Again a temperature independent “chain 
conductivity” has been subtracted from the conduc- 
tivity, which influences the plot only slightly due to 
the low value of this broad Drude oscillator. The dif- 
ference between Neff in the normal state and in the 
superconducting state reflects the oscillator strength 
of the d-function corresponding to the superfluid 
component. This value must be determined at a fre- 
quency above the point where the difference satu- 
rates, which is in our case above 700 cm-‘. The con- 
tribution of the superfluid component to the optical 
conductivity is then: 

q(v)= 3, 

where 

v,’ =N,ve2(aVunitme)-’ 
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The superfluid fraction is 

There is some arbitrariness in defining a proper value 
of vp. We used the value of table 2, resulting in the 
crosses in fig. 5. The good agreement between n, ob- 
tained from the low frequency fit and the latter anal- 
ysis based on integration of the optical conductivity 
indicates that our analysis is internally consistent. 
The fact that the oscillator strength of the superfluid 
component is built up from contributions in the fre- 
quency region up to about 400 cm- ’ with no con- 
tribution from the region above 700 cm-‘, indicates 
a close relationship between the 400 cm-’ absorp- 
tion edge and superconductivity. 

4.2. il bsorption edge 

The nature of the absorption edge is subject of a 
continuing debate. In view of the fact that this struc- 
ture almost completely disappeares above T, one is 
tempted to relate it to a BCS-like energy gap. Such 
an assignment has been advocated especially by 
Collins, Schlesinger and co-workers. As has been 
pointed out by the same authors in later publications 
[ 5 1, one of the difficulties with this interpretation is, 
that the structure shows almost no shift in position 
as a function of temperature. 

The temperature dependence of the height of the 
edge as displayed in fig. 6 rules out another assign- 
ment [ 281 of the feature as an interference effect be- 
tween a bound electronic band centered at 400 cm-’ 
and a phonon at 433 cm-‘, as there is no reason for 
this particular way in which the height of the feature 
depends on temperature unless as additional set of 
assumptions is made. 

Another school of thought relates the absorption 
edge to a Holstein process [29,30]. As has been 
pointed out by a number of authors this is also not 
a likely assignment for the simple reason that in that 
case the position of the edge should also be temper- 
ature dependent, although the edge no longer shifts 
to zero frequency at T,, but to the frequency of the 
Holstein phonon. If we take the data of fig. 12 this 
would lead to a gap value of less than 50 cm-‘, and 
it does not explain the presence of a precursor at the 
same energy above T,. 

The same problem arises if we assume that the fea- 
ture is a strong coupling BCS-like gap that closes ab- 
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Fig. 12. Height of the edge in the edge in the relative conductiwty 
of fig. 7 and the squared energy position of the edge. 

ruptly close to T, due to strong pair-breaking. Recent 
calculations of this type [ 3 1 ] successfully explain the 
absence of a Hebel-Slichter peak in the Korringa re- 
laxation rate, basically due to strong smearing of the 
coherence peak in the quasi-particle density of states, 
and also predict a rather abrupt collapse of the gap 
near the transition temperature. Nevertheless the 
calculations predict a shift of the gap feature of about 
30% already 10 K below T,, and again it does not 
explain the precursor above T,. We will discuss be- 
low that such an assumption also leads to strong dis- 
agreements with the experimentally determined 
temperature dependence of the reflectivity. 

In fig. 12 we display both the squared energy po- 
sition of this structure and the relative height as 
function of temperature, which is the central result 
of this paper. In weak and strong coupling versions 
of BCS theory 1 d ] ’ is proportional to the order pa- 
rameter close to Tc. which converges linearly to zero 
for T-t T,. Surprisingly we see, that the height of the 
step, and not the squared energetic position follows 
this behaviour. The behaviour of the height of the 
step appears to be proportional to the superfluid 
fraction of fig. 5. This further establishes the close 
connection of the absorption edge to superconduc- 
tivity. Although from the temperature dependence 
and from the presence of a damped Drude-like term 
below 400 cm-’ at low temperatures it seems to be 
unlikely that the edge is BCS energy gap in the usual 
sense, we first check whether at least the spectral 
shape obtained from BCS theory can be compared to 
the experimentally determined absorption edge. Our 
value of 24 is about 80 cm-’ higher than recent val- 
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ues based on interference between 24 and phonons 
measured with Raman spectroscopy [ 121. This is a 
significant difference which is too large to be attrib- 
utable to experimental inaccuracy. We give two pos- 
sible reasons for the discrepancy: 

(1) the phonons investigated with Raman spec- 
troscopy may couple to only a relatively small part 
of the Fermi surface that contributes only little to 
infrared reflectivity. With infrared reflectivity one 
probes a weighted average over the whole Fermi sur- 
face, which in principle results in a distribution of 
gap values different from what is measured through 
the phonon shifts. 

(2) The gap determined from the phonon shifts is 
a lower bound of a wide distribution of Holstein pro- 
cesses pinned to the electronic gap. With infrared 
spectroscopy one again observes the whole. distri- 
bution, which then would show up at a higher fre- 
quency compared to the pure electronic gap. It is 
perhaps illuminating to point out that the absence of 
a temperature dependent shift of the edge is no longer 
in conflict with the interpretation as a Holstein pro- 
cess if we consider the gap-filling rather than gap- 
closing behaviour studied in this paper. The insen- 
sitivity to temperature and doping [6] of the fre- 
quency of the edge can even be extended to the in- 
sulating parents of the superconductors, where a 
similar absorption band is observed with photoex- 
cited infrared spectroscopy [ 321. 

4.3. Synthetic spectra 

4.3.1. Y,BazCu,O,-, on SrTiOj 
First we consider the conductivity function at es- 

sentially T=O. To that extent we use a generalized 
Mattis-Bardeen expression [ 33 ] for the dielectric 
response function of a superconductor with a finite 
electronic scattering rate. This formalism extends the 
early work by Mattis and Bardeen [ 341 (dirty limit) 
and by Leplae [ 35 ] (clean limit) and satisfactorily 
covers the whole range including both limiting cases. 
The formalism expresses the superconducting-to- 
normal conductivity ratio as a function of v/A, tA, 
and T/A. The conductivity in the superconducting 
state is obtained by multiplying with the normal-state 
conductivity determined by v, and 7. For the nor- 
mal-state conductivity we assume a frequency and 
temperature dependent scattering rate given by the 

following expression: 

For the plasma frequency we adopted the value 
v,=9638 cm-‘. For A we assume a value of 200 
cm-‘. To facilitate comparison the dashed curve of 
fig. 6 corresponding to the chain response was added. 
The result is the curve corresponding to the lowest 
temperature in fig. 13 (a). The most important con- 
clusion from comparing this plot to our experimen- 
tal fig. 6 is that i’there would be a BCS gap at around 
400 cm-’ it would result in a step in the conductiv- 
ity with the same height and with roughly the same 
shape as the experimentally observed absorption edge. 
Note that there is no freedom of parameters in the 
generalized Mattis-Bardeen expression allowing one 
to alter the shape of the edge once the normal-state 
conductivity is fixed by the scattering rate and the 
plasma frequency. The shape of the edge can only be 
improved in comparison to experiment if we assume 
a uniform distribution of 24 between 400 and about 
650 cm-‘. The result is the curve corresponding to 
the lowest temperature on fig. 13(b), which now 
looks very similar to the corresponding curve in the 
experimental plot. A distribution of gaps can occur 
due to the very strong anisotropy of the Fermi sur- 
face, as has been stressed by Schneider et al. [ 361 
and by Kresin and Wolf [ 371. In principle the gen- 
eralized Mattis-Bardeen expressions have to be 
adopted to anisotropic Fermi surfaces. It cannot be 
excluded that within the context of such a general- 
ization of the formalism a better agreement of the 
spectral shape would be obtained without invoking 
a k-dependent gap function. 

Let us now consider the temperature dependence 
of the conductivity curves. For the sake of compar- 
ison we assume a temperature independent gap and 

temperature dependent weight factor 
i( T) = 1 - ( T/T,)4 in the optical response function 
corresponding to the experimental results displayed 
in fig. 12. We therefore have to introduce in an ad 
hoc manner the dielectric function 

which corresponds to a two-fluid model similar to 
the Gorte-Casimir model [ 391, with the modifica- 
tion that the superconducting fraction now has a gap 
as in BCS theory. The most important difference with 



D. van der Mare1 et al. /Infrared study of the superconducting phase transition in YBa,Cu,O,- , 13 

-- 2500 
0 

-iii 2000 
z 

.: 1500 .- 
z 
s 1000 

E 
0 500 

500 1000 1500 2000 

Frequency (cm-‘) 

500 1000 1500 2000 

Frequency (cni’) 

-;E 2500 
” 

-& 2000 

a. 
.Z 1500 
.> 
z 
;: 1000 

6 0 500 

0- 
500 1000 1500 2000 

Frequency (cm’) 

Fig. 13. Calculated conductivity using the ad hoc two-fluid model 
(a) with A= 200 cm-‘, (b) with a distribution of d between 200 

and 325 cm-‘, (c) calculated conductivity using the BCS model. 
The temperatures are the same as in fig. 6. 

BCS theory that we introduce here is that we assume 
that A of the superconducting component behaves 
temperature independent. The dielectric function of 
the superconducting component is calculated with 
the parameters (except temperature, which has how- 
ever little influence due to the large gap value) in- 
troduced above, with A=200 cm-’ at all tempera- 

tures. We use the same parameters for t, with A=O. 
The resulting curves are displayed in figs. 13 (a) and 
(b). Especially the latter set of curves looks very 
similar to the experimental set of curves of fig.. 6. 

For comparison we repeat the same analysis, now 
using the generalized Mattis-Bardeen expressions at 
finite temperature [ 331, which are based on weak- 
coupling BCS theory. This corresponds to having 
.L= 1 at all temperatures, with a temperature depen- 
dent gap. We use the same uniform distribution of 
gaps as in fig. 13(b). For the temperature depen- 
dence we use 

A(T) =A(O),/cos(OSn( T/Tj, (4) 

with cu=2. which is a good approximation for the 
temperature dependence of the gap in the weak cou- 
pling limit. The result is displayed in fig. 13 (c). We 
see, that there are two significant differences: 

( 1) the position of the edge is now temperature 
dependent, and 

(2 ) the height of the edge remains rather high up 
to temperatures close to T,, in strong contrast with 
the experimental curves in fig, 6 and the behaviour 
displayed in fig. 12. 

4.3.2. Y,BaJCu,O,-, on LaAIO, 
We also applied this type of analysis to the reflec- 

tivity of sample B. As we have to include multiple 
reflection between the film surface and the substrate 
here, a Kramers-Kronig analysis does not lead to 
meaningful results and we therefore calculate the re- 
flectivity function which we then compare to the 
measured curves. The parameters used are a tem- 
perature-independent bulk plasma frequency and a 
temperature-dependent relaxation time (T propor- 
tional to 1 /T, with a saturation at about 60 K; the 
parameters are obtained from analysing single crys- 
tals in Bauer’s Ph. D. thesis [38]). In addition we 
add a wide oscillator corresponding to a mid-in- 
frared band. These parameters are also taken from 
the same single crystal analysis. All parameters are 
tabulated in table 2. Good agreement was obtained 
if we assume that in the superconducting state there 
is a normal component of 50%, i.e. we use 
fs=0.5X(1-(T/T,)4).ForAweusethesametem- 
perature-independent distribution as in fig. 13 (b). 
The dielectric functions of the substrate material and 
of the superconducting films were inserted in the ap- 
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Fig. 14. Theoretical 3D plot corresponding to the reflectivity of 
sample B. 

propriate Fresnel formula for the combined sub- 
strate-thin film system: 

l-&f, 2 
T=l ’ I I 

neff=n 
nsb -in tatI nkd 

n-i&tan nkd ’ 

where fl&, is the dielectric constant of the substrate, 
resulting in the theoretical plot of fig. 14. We see that 
there is good overall agreement between figs. 14 and 
3. To check the temperature dependence somewhat 
closer we compare in fig. 15 (c) for a number of dif- 
ferent frequencies the temperature dependences of 

0 50 100 

Temperature IKI 

Fig. 15. (a) Experimental reflectivity data of sample B as a func- 
tion of temperature for various values of the light frequency. (b) 
Theoretical reflectivity using BCS theory. (c) Theoretical reflec- 
tivity using the two-fluid model. From top to bottom: V= 100 to 
1000 cm-’ with increments of 50 cm-‘. 

the reflectivity for the above model with the exper- 
imental data (fig. 15 (a) ). Again we see that agree- 
ment is satisfactory. 

It is also interesting now to make a similar plot 
based on the BCS model using eq. (4) with a=2. 
This result is displayed in fig. 15 (b ). We clearly rec- 
ognize a step at T, in the low-frequency region, which 
shifts to lower temperatures as the frequency ap- 
proaches 2& Also there is a negative dip below T, 

for frequencies below 24, which is caused by the neg- 
ative dipping of the reflectivity just above 24: On ap- 
proaching T, from below, 24(T) decreases. As soon 
as it becomes smaller than v the negative dipping sets 
in. This behaviour is manifestly absent in the ex- 
perimental data of fig. 2 (a). The disagreement with 
fig. 2(a) becomes stronger if we assume an energy 
gap of 400 cm-’ with a steeper temperature-depen- 
dent drop of the gap near T, (we tried et!= 4 and 
(Y = 10) which is more typical of strong-coupling the- 
ory: At low frequencies the reflectivity drops much 
too steeply with such an assumption, and the nega- 
tive dipping does not disappear, but is squeezed in 
a narrower temperature interval. In the extreme case 
where we assume that cy-+co, A(T) becomes a step 
function. For frequencies below the energy gap the 
reflectivity then drops discontinuously at T,, which 
is in strong disagreement with the observed behav- 
iour in any of our samples. This the second reason 
why mean-field implementations of strong-coupling 
theory do not fit our results very well. The first rea- 
son mentioned above is the observation of a pre- 
cursor of the absorption edge above T,. 

Note, that although at T=O we can lit our results 
very well to the generalized Mattis-Bardeen expres- 
sions [ 331, which could be taken as an indication 
that BCS theory holds, the behaviour off, and A at 
finite temperature are in strong contrast with BCS 
theory: In BCS theoryf, (which is not the superfluid 
fraction n,(T)) is temperature independent and 
A( T)/A, (is well approximated with the function 
cos”‘( n( T/T,)*). In this model the superfluid frac- 
tion n,(T) decreases with increasing temperature due 
to the thermal excitation of quasi-particles across the 
superconducting energy gap, thus reducing the num- 
ber of paired electrons. For isotropic Fermi surfaces 
and for s-wave pairing the function n,(T) lies sig- 
nificantly below the two-fluid result n,(T) = 1 - ( T/ 

T, ) 4. However, the temperature dependence of n, ( T) 
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is not robust and is influenced by Fermi surface an- 
isotropy [ 361. At the same time the homogeneous 
mixing of Cooper pairs with thermally excited quasi- 
particles results in a decreased gap parameter, as fol- 
lows directly from the Hartree approximation to the 
superconducting wavefunction. The smaller gap again 
enhances the density of quasi-particles so that the 
temperature dependences of n, and A are linked in 
a self-consistent manner. In this context it is perhaps 
interesting to point out, that one can speculate that 
in this case there is a phase separation between nor- 
mal portions (or thermons [44] ) and supercon- 
ducting portions which contain only Cooper pairs 
[ 15,441. Although phase separation requires a neg- 
ative interface energy between the superconducting 
and the normal components, a condition for which 
no physical reason is known to exist, the insensitiv- 
ity of the gap parameter to temperature, as well as 
the precursor edge above T,, follows naturally from 
such a model. The transition to the superconducting 
state is completed at the percolation threshold. This 
picture has some features in common with the model 
by J.C. Phillips [ 451 based on quantum percolation 
of precursive local superconducting fluctuations. The 
difference with the above approaches is that the local 
superconducting fluctuations are tied to sample in- 
homogeneities, which does not require a negative su- 
perconducting/normal interface energy. 

4.4. Implications of the ad hoc two-fluid model 

Why works an ad hoc two-fluid model with a tem- 
perature-independent gap so well compared to weak- 
or strong-coupling BCS theory? First we observe that 
the good correspondence between fig. 13 (b) and fig. 
6 may be misleading, as a priori there is no reason 
why the spectral shape should look similar to BCS 
theory as soon as one drops the temperature depen- 
dence of the gap in BCS theory and the BCS pre- 
diction for the 2A/kBTC ratio. A logical alternative is 
to consider strong-coupling Eliashberg theory, which 
is at least capable of producing a large 2A/kBTC ratio. 
If applied to the case of T=O there is no direct prob- 
lem with the use of such an approach, but the dif- 
ficulty at finite temperature is again that this theory 
predicts a superconducting gap that vanishes at T,, 
albeit the descent near T, is steeper than in the weak- 
coupling limit. In the mean-field implementation of 

Eliashberg, strong-coupling theories do however not 
provide the gap-like precursor above T,. 

The presence of this precursor however hints in 
another direction. One can speculate on a scenario 
where the phase transition takes place at a temper- 
ature much lower than the temperature where the gap 
would normally close. The layered two-dimensional 
nature of the material could play a central role here. 
Rather than by breaking up Cooper pairs the super- 
conducting ground state would be destroyed through 
thermal excitation of e.g. collective phase/density 
oscillations [ 431, local pairs [ 461 or pairing bag ex- 
citations [ 48 1. Through their very nature the above- 
mentioned excitations destroy phase coherence 
without necessarily breaking up pairs. It remains to 
be seen whether the precursor above the transition 
temperature is better described by non-gaussian su- 
perconducting fluctuations (macroscopic fluctua- 
tions) or as metastable local pairs participating in a 
mixture of local pairs and unpaired particles (mi- 
croscopic fluctuations). The pairing fluctuations are 
intermediated by some interaction mechanism of 
either elastic or electronic nature. Historically the 
term bipolaron is reserved for the former case. In the 
theoretical approaches of Emin [ 401 and de Jongh 
[ 4 1 ] above T, all charge carriers are already bound 
in pairs. The superconducting transition is then a 
Bose condensation of these pairs. The edge at 50 meV 
observed with the various spectroscopies would then 
correspond to twice the energy required to remove 
a charge carrier (electron or hole) from the potential 
well in which it is self-trapped [40] as has been 
shown by Anderson [42] for the negative-U Hub- 
bard model in amorphous semiconductors. The only 
requirement is that the particles are paired; it is not 
necessary to have a superfluid condensate. A model 
of Bose condensation agrees with two of our obser- 
vations: ( 1) the persistence of a gap above T, and 
(2) the two-fluid-like behaviour of the superfluid 
density. However, it does not agree with the obser- 
vation that the absorption edge “fills in” with the 
characteristic temperature dependence displayed in 
fig. 12. As the number of paired charge carriers does 
not change in the bipolaron model one rather ex- 
pects the height of the edge to be more or less con- 
stant, only changing due to the temperature depen- 
dence of the scattering rate. In photo-electron 
spectroscopy no states should be observed below this 



16 D. van der Mare1 et al. /Infrared study of the superconducting phase transition in YBazCu307-, 

gap at all temperatures below and above T,, but in 
infrared spectroscopy an additional Drude term 
grows on increasing the temperature due to the 
damped motion of non-condensed bipolarons. The 
failure of the pure Bose-condensation model does not 
come as a big surprise if we consider the estimated 
size of the bipolarons relative to the interparticle dis- 
tance. The size of a bipolaron is of the order of a few 
lattice spacings. Even if one assumes that the bipo- 
larons are localized within a single unit cell this would 
be of the same order of magnitude of the average 
spacing between holes at intermediate and high dop- 
ing levels. Only in the limit where the local pairs are 
true point bosons they obey boson commutation 
rules. Otherwise, such as in the present case, one ob- 
tains large corrections to the commutation rules [ 43 1. 
The superconducting ground state in such a case is 
very similar to a Bose condensate of slightly over- 
lapping Cooper pairs. Without overlap the normal 
state would be a gas of free bipolarons. The fact that 
there is some spatial overlap has the effect of de- 
composing at least part of the pairs in the normal 
state. In a usual BCS superconductor (strong and 
weak coupling), where the spatial overlap between 
Cooper pairs is large, this decomposition of the paired 
electrons is the dominant mechanism which drives 
the system normal at T,. The situation in the high- 
T, superconductors appears to be intermediate be- 
tween the two limits of point-like bosons and strongly 
overlapping Cooper pairs, which is perhaps the key 
to understanding the phenomenology discussed in 
this paper. A consequence of breaking part of the lo- 
cal pairs above T, would be that the “normal” state 
becomes a mixture of paired and unpaired charge 
carriers. 

A possibility related to Bose condensation of bi- 
polarons is that above T, only part of the charge car- 
riers are bound into paris. This situation has among 
others been modeled by Micnas, Ranninger and Ro- 
baszkiewicz [46], and Schmitt-Rink [ 491. The 
models can in principle account for the linear tem- 
perature dependence of the resistivity and various 
other properties of cuprate superconductors. A large 
ratio of 2A/kBTc follows from this theory if the num- 
ber of paired charge carriers is sufficiently large.In 
the model of Micnas et al. [46], and recent model 
by Bar-Yam [ 47 ] the local pairs and unpaired charge 
carriers exist in separate bands and the distribution 

of carrier over the two bands is determined by the 
energy of the bands. Pairing of the wide-band car- 
riers occurs as a consequence of hybridisation with 
the Bose-condensed local pairs in the narrow band. 
A phase transition of the type expressed in our ex- 
perimental fig. 12 requires a temperature dependent 
cross-over of unpaired charge carriers to Bose-con- 
densed pairs between 90 K and 50 K. The temper- 
ature dependence of the optical response function 
using the models has not yet been calculated. 

5. Conclusions 

We report on detailed measurements of the in- 
frared reflectivity of Y IBa2Cu~0,--x films prepared 
with pulsed in situ laser deposition. We observe crit- 
ical behaviour at the superconducting transition 
temperature in the feature of about 8kBTc previously 
attributed to the in-plane 24 by Schlesinger et al. Our 
data show in unprecedented detail that the feature 
does not shift with temperature, but instead gradu- 
ally fills in as T approaches T, from below, where it 
saturates. From comparison with theoretical spectra 
we show that the observed thermal behaviour does 
not agree with standard BCS theory, but a good fit 
is obtained if we assume that the superconducting 
transition is characterized by a second order tran- 
sition in the density of a BCS-like superconducting 
component with a temperature independent gap. 
Above the superconducting transition temperature a 
precursor is observed at 400 cm-‘, the same position 
as the gap-related feature below T,. The various 
spectral features agree very well with earlier infrared 
reflectivity data, with high-resolution energy-loss 
spectroscopy and with infrared transmission data. 
The observed temperature dependence of the super- 
fluid component agrees with observations of the 
London penetration depth, and the notion of two- 
fluid behaviour is in good agreement with the ob- 
served absence of a Hebel-Slichter peak in the Kor- 
ringa relaxation rate. The finding of a precursor gap 
above T, hints in the direction of the presence of lo- 
cal pair fluctuations or bipolarons in addition to non- 
paired charge carriers above T,. 
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