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Abstract

English

High temperature superconductivity is one of the enigmas of contemporary condensed

matter physics. Twenty years of research have uncovered many aspects of these materials

with as many, sometimes orthogonal, explanations. The nature of the superconducting

state remains a puzzle, but hopes are that an understanding of this phenomenon will open

the way to designing materials with even higher superconducting transition temperatures.

This thesis is an experimentalist’s approach to understanding the phenomenon of high

temperature superconductivity. The tool of choice will be optical spectroscopy: one of

the three tools that were historically important in the understanding of “conventional”

superconductivity in metals, the other two being acoustic attenuation and tunneling spec-

troscopy. In the absence of any interaction of the electrons with impurities, the lattice

vibrations (known as phonons) or other electrons, the optical conductivity is given by a

zero frequency δ-function. Any interaction will give rise to a broadening of this peak. The

width and frequency dependence of the resulting AC conductivity contains information on

the interactions responsible for the broadening. In conventional superconductors the rele-

vant interaction for the occurrence of superconductivity is the electron-phonon interaction.

Using a theoretical description known as the Migdal-Eliashberg-Nambu theory (from here

on strong coupling theory), and measurements of the phonon spectral density, predictions

can be made about the superconducting properties of a material, like the critical temper-

ature below which superconductivity sets in. Under certain approximations it is possible

to extract this phonon density of states from optical experiments. Before the discovery of

high temperature superconductivity it was widely believed that the highest possible criti-

cal temperatures were of the order of 40 K. As a result the discovery of superconductivity

at more than twice that temperature, forced the conclusion that the old theory had to be

abandoned. In this thesis I will present a detailed analysis of optical experiments using

this “old” theory as a starting point. There is an increasing body of experimental work that

indicates that the interaction between electrons at a low energy scale can be described by

this formalism. I will make the a priori assumption that the strong coupling theory can



be used as a first approximation or effective theory. The goal will be to extract from the

optical experiments a spectral density similar to the phonon spectral density for conven-

tional superconductors. This can then be used to make predictions about other properties

of these materials and thereby test if the theory can be self-consistently applied. In the

first chapter I will point out some recent advances in the field, and recapitulate some well

known beliefs. The second chapter details the tools and methods of optical spectroscopy.

Chapter three and four outline the experimental results obtained during the course of this

work. Chapter five of this thesis describes aspects of the strong coupling theory and an

analysis of the experiments. I will in particular show that the temperature dependence of

the optical spectra is determined accurately by this formalism. In chapter six is is shown

that these results have important consequences for the optical sum rule. Finally, in the

seventh and last chapter the picture emerging from the previous two chapters is discussed:

that of electrons strongly interacting through the exchange of bosons. These bosons turn

out to have both an electronic and phononic origin. The analysis is extended and compared

to experimental results obtained in other studies and by other methods. I will show that

the normal state for optimally doped and overdoped cuprates can be described within the

Migdal-Eliashberg-Nambu framework. The final result presented in this thesis is a repro-

duction of the famous dome of critical temperatures calculated using the spectral densities

extracted from experiments.

French

La supraconductivité à haute température est l’une des énigmes de la physique du solide

moderne. En 20 ans de recherches, de nombreuses découvertes on été faire avec au-

tant d’interprétations parfois orthogonales. La nature de l’état supraconducteur dans ces

matériaux demeure un puzzle mais l’enjeu est de taille car comprendre les phénomènes

physiques à son origine, c’est se donner la possibilité d’élaborer des matériaux avec des

transitions supraconductrice à des températures bien plus élevées.

Cette thèse est une approche expérimentale pour comprendre le phénomène de la supra-

conductivité à haute température par des méthodes de spectroscopie optique. Cette tech-

nique a été choisie car elle a été l’un des trois outils qui ont fait la lumière sur le mécanisme

de la supraconductivité conventionnelle avec l’atténuation acoustique et la spectroscopie

à effet tunnel.

En l’absence d’interaction d’un electron avec des impuretés, les vibrations du réseau crys-

tallin (phonons) ou les autres électrons, la conductivité optique est une fonction de Dirac

à fréquence nulle. Toute interaction se traduit par un élargissement de cette fonction. La



largeur de ce pic et la dépendance en fréquence de la conductivité contiennent des infor-

mations importantes sur cet élargissement. Dans les supraconducteurs dits convention-

nels, l’interaction responsable de la supraconductivité est l’interaction électron-phonon.

En combinant la théorie de Migdal-Eliashberg-Nambu (pour des couplages forts) et des

mesures de densité spectral de phonon, il est possible de prédire de nombreuses propriétés

d’un matériaux parmi lesquelles la température à laquelle la supraconductivité apparaît.

Sous certaines conditions, il est possible d’extraire la densité d’état de phonons de mesures

optiques.

Avant l’avènement de la supraconductivité à haute température, il était convenu que la

plus haute température possible pour une transition supraconductrice était de l’ordre de 40

K. La découverte de températures de transitions plus de deux fois supérieures a conduit à

l’abandon des "vielles théories".

Dans cette thèse, je vais présenter une analyse détaillée d’expériences optiques en utilisant

cette "vielle théorie" comme point de départ. Un nombre croissant de travaux expérimen-

taux montrent que les interactions entre électrons peuvent être décrites en utilisant ce for-

malisme. Je vais donc présumer que la théorie de couplage fort peut être utilisée comme

une première approximation. Le but consiste à extraire d’expériences optiques, une den-

sité spectrale similaire à la densité de phonon dans le mécanisme de la supraconductivité

conventionnelle.

Dans le premier chapitre, je vais présenter les dernières avancées dans ce domaine et réca-

pituler les quelques fondements ou "croyances" précédemment établis. Le second chapitre

détaillera l’outil de la spectroscopie optique et les méthodes d’analyse des données. Les

chapitres 3 et 4 présenteront les principaux résultats expérimentaux de ce travail, et une

analyse de ces données au travers de la théorie du couplage fort fera l’objet du cinquième

chapitre. Je montrerai en particulier que la dépendance en température de ces spectres

optiques peut être décrite avec une grande précision par ce formalisme. Dans le chapitre

6, je montrerai que ces résultats ont un impact important sur les règles de somme optique.

Finalement, dans le chapitre 7, une image émergente des deux chapitres précédents sera

discutée: celle de phonon en forte interaction d’échange avec des bosons. Ces bosons

étant d’origine à la fois électronique et phononiques. Cette analyse est étendue et com-

parée à des résultats expérimentaux issus d’autres méthodes de mesure. Je montrerai que

l’état normal de cuprates au dopage optimal et sur-dopés peut être décrit dans le cadre de

la théorie Migdal-Eliashberg-Nambu. L’image finale de ce travail est la reproduction du

fameux dôme de températures critiques en fonction du dopage calculé uniquement à partir

des densités spectrales extraites des données optiques.
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Chapter 1
Introduction

1.1 The road to high temperature superconductivity.

The discovery of superconductivity in Hg by Kamerlingh-Onnes in 1911 can be seen as the beginning

of the golden age of modern condensed matter physics. The quest to understand this phenomenon drove

the invention of new theoretical tools, experimental techniques and materials. The influence of these

discoveries ranges from the abstract understanding of the mass generation of elementary particles to

the applied use of superconducting magnet technology in the newly build LHC. Incidentally, one of the

hopes is that the same technology may prove that the mass generation process is actually responsible

for the mass of the W± and Z bosons that carry the weak interaction. Bardeen, Cooper and Schrieffer

put forward a solution of the superconductivity problem in 1957 [1, 2]. They showed that the electrons

could overcome their repulsive interaction due to the interaction with phonon degrees of freedom.

The predictions of their theory have largely been proven correct. However, their theory predicted a

certain degree of universality. For example, the ratio of the gap, ∆, to the critical temperature, Tc was

predicted to be 2∆/kbTc = 3.52. This ratio was indeed observed in some materials, like Sn, but not for

others, like Pb. In the last case this ratio was significantly larger: 2∆/kbTc ≈ 4.38. The understanding

of this non-universality came from Migdal-Eliashberg-Nambu (strong coupling) theory [3, 4, 5]. This

theory can be seen as a quantitative theory of superconductivity arising from the electron-phonon

interaction. The contribution by Migdal was to derive a theory for the electron-phonon interaction

in normal metals, while Eliashberg and Nambu extended this theory into the superconducting state.

At the same time Giaever [6] proved one of the predictions of BCS theory correct. He showed that

the current-voltage characteristic of a normal to superconducting tunnel junction gave direct evidence

of the density of states predicted by the BCS theory. In fig. 1.1 we reproduce the result obtained in

ref. [7] They noted deviations from the density of states predicted by BCS, but did not realize their

origin (see caption of fig. 1.1). The understanding of the origin of these little bumps turned out to be

1



1. INTRODUCTION

Figure 1.1: Relative tunneling conductance of a Pb-Mgo-Mg sandwich plotted against energy. At higher
energy there are definite divergences from the BCS density of states as can be seen from the bumps in the
experimental curve. Note that the crossover point occurs at the Debeye temperature. Figure and caption
adapted from ref. [7]

conclusive evidence in favor of the electron-phonon mechanism for superconductivity [8, 9]. With a

working theory in hand it became possible to think about the limitations on the critical temperature. In

the 60’s and 70’s much effort was put in determining whether there existed an upper limit on the critical

temperature. An anecdotal account of the work carried out at the Lebedev institute in the group of V.L

Ginzburg at that time is given by I. Mazin [10]. Ginzburg’s main interest was to find mechanisms

other than the electron-phonon interaction, and hopefully to enhance the critical temperature to room

temperature. Even though the argument, leading to an upper limit on the critical temperature of about

40 K by Cohen and Anderson [11], was proven to be incorrect by Kirzhnits [12], hopes of achieving

room temperature superconductivity where diminishing, since the highest critical temperature observed

was no higher than Tc ≈ 22 K in the A-15 superconductor NbGe3. In 1986 Bednorz and Muller

reported superconductivity in BaxLa5xCu5O5(3y) with a critical temperature above 30 K [13]. This

was already a substantial improvement and it took only one year before superconductivity was found

in YBa2Cu3O7 with an onset temperature Tc ≈ 93 K [14]. This discovery enabled applications of

superconductivity at temperatures that could be reached using liquid nitrogen as coolant. Currently the

highest critical temperature observed is Tc = 163 K for HgBa2Ca2Cu3O8+δ under pressure [15].

The literature build up in more then 20 years of research is extensive. Many excellent reviews have

been written on equally many aspects of these compounds. Consequently, I can highlight only a few

aspects in this introduction. I will do this based on a simplified phase diagram that reflects the features

2



1.2 From Mott insulator to Fermi liquid

believed to be universal to all cuprates . Several reviews that form the basis of this discussion are given

in Ref.’s [16, 17, 18, 19, 20, 21, 22, 23, 24, 25].

1.2 From Mott insulator to Fermi liquid

The cuprate high temperature superconductors form a class of structurally complicated compounds.

Conducting layers of CuO2 are interspersed with insulating “rocksalt” layers (also known as block

layers). Two examples of crystal structures are shown in fig.’s 3.1 and 4.1. The undoped materials

turn out to be insulating even though band structure calculations predict them to be metallic [16]. The

electronic configuration of Cu2+ is such that there is a single electron in the dx2−y2 orbital that makes

up the only band crossing the Fermi energy. This fact allows us to make an oversimplified picture of the

electronic structure of the CuO2 plane. In figure 1.2 the Cu atoms are indicated in blue. The oxygen

atoms are not shown, but each bond between the Cu atoms represents one O atom. Also indicated is

Figure 1.2: Schematic of the CuO2 plane. Each blue ball represents a Cu atom while each bond represents
one O atom. Arrows indicate the spin orientation of the electron on each site.

the spin state of the electron on each site. The electrons strongly repel each other through the Coulomb

interaction U. However, there is a finite overlap between the states on two neighboring copper atoms

creating a hopping matrix element t. The properties of the groundstate depends on the ratio of t to U .

If U � t the result is that, at half filling (i.e. exactly one electron per site), the electrons are localized

with one electron per site. Some kinetic energy can be regained by anti-parallel alignment of the spins

on neighboring sites. This situation can be described by a Hamiltonian known as the Hubbard model,

H = −t
∑

<i,j>,σ

(c†i,σcj,σ + h.c.) + U
∑
i

ni,↑, ni,↓ (1.1)

3



1. INTRODUCTION

In the case of U � t this reduces to the so-called t-J model,

H = −t
∑

<i,j>,σ

(c†i,σcj,σ + h.c.) + J
∑
<i,j>

(Si · Sj −
1
4
ninj) (1.2)

where J = 4t2/U is known as the exchange constant. The on-site repulsion U is estimated to be of the

order U ≈ 8 eV, but one experimentally observes only a gap of about 2 eV. The difference is thought

to arise form the fact that the Cu dx2−y2 orbitals are hybridized with the oxygen px,y orbitals. In this

case one can show that the gap is not determined by the on-site repulsion U but by the charge transfer

energy ∆ = εp − εd [26], which is of the order 2 eV.

So far we have considered the case where there resides exactly one electron per site. The simplest

way to add or remove electrons from the CuO2 plane is by changing the oxygen content. This can be

done by annealing crystals at high temperature in an oxygen rich or oxygen deficient atmosphere. An-

other method is to partially substitute elements in the block layers with elements that have a different

valency. This leads to electron doped or hole doped cuprates. Doping leads to the schematic phase

diagram indicated in figure 1.3. From fig. 1.2 it is immediately clear that adding or removing electrons

destroys the insulating state. For example, in the case of electron removal, the hole that is left behind

can easily move around. The phase diagram shown in fig. 1.3 includes only the phases that seem to be

Figure 1.3: Schematic phase diagram for electron doped (left) and hole doped (right) cuprates.

universal to all families. We first confine our attention to the zero temperature phase diagram. At low

doping the system still has anti-ferromagnetic correlations. There are debates going on about the nature

of this state. One proposal is that this state is a realization of the resonating valence bond (RVB) state

proposed by Anderson [27]. Others have argued that doping the Mott insulator destroys the strongly

correlated state, but anti-ferromagnetic order survives. It is easy to see from figure 1.2 that a moving

hole disrupts the anti-ferromagnetic background. Exchanging a hole and a spin on adjacent sites, one

4



1.2 From Mott insulator to Fermi liquid

sees that on its new site this spin breaks the anti-parallel arrangement with neighboring spins. So, with

increasing hole doping the anti-ferromagnetic correlations are suppressed and the anti-ferromagnetic

state eventually gives way to the superconducting state, with a d − wave symmetry of the supercon-

ducting gap around the Fermi surface. This state persist until one has added about 0.3 holes per Cu

atom, or 30 % doping. For even higher dopings it is believed that the groundstate is a conventional

Fermi liquid. The picture on the electron doped side is somewhat different with anti-ferromagnetism

persisting to higher dopings. The superconducting state that eventually emerges seems to be closely

linked to the antiferromagnetism and the dome is much narrower. The critical temperatures observed

are also lower. This particle-hole asymmetry is another aspect that is not completely understood. For

finite temperature one finds that the Néel temperature at half filling is of the order of 400 K. With

increasing doping the Néel temperature decreases, and the anti-ferromagnetic state is replaced by a

state known as the pseudogap state. Many suggestions for the nature of this state have been put for-

ward. One idea is that below the pseudogap temperature, known as T∗, pair forming correlations start

to appear. At lower temperatures these “precursor” Cooper pairs, condense and a phase coherent, su-

perconducting state is formed. In this case the ransition would be of the Bose-Einstein condensation

type. Other ideas include the formation of a new state of matter. The problem with this last proposal

is the fact that the T∗ line appears to be a crossover temperature rather than an actual phase transition.

Recently, some evidence was reported that at T∗ a novel form of magnetic order sets in [28]. The form

of ordering observed by these authors breaks time reversal symmetry while preserving translational

symmetry. These observations are consistent with two recent theoretical proposals [29, 30, 31]. With

increasing doping the pseudogap temperature decreases. Recently, Hufner et al. collected results from

several experimental probes [32]; their compilation is reproduced in figure 1.4. The experiments give

evidence for two distinct energy scales. The highest one is related to the pseudogap phenomenon.

This compilation suggests that the pseudogap phenomenon disappears only at high doping where the

superconducting state disappears. They observe that the pseudo-gap observed by ARPES is only half

the size of the one measured by STM and Raman scattering. This suggest that this energy scale is

related to a pairing gap. The peculiarities of the pseudogap state are then those of a phase fluctuating

superconductor [33, 34]. The other energy scale can be associated with the condensation energy. This

picture supports the idea that the superconducting transition changes from the BEC to the BCS type

with increasing doping.

Strongly overdoped samples conform to a more standard Fermi liquid picture. The Fermi surface is

sharp with well defined quasi particles. Together with the above observation of a crossover to standard

BCS behavior, this suggests that overdoped samples are described by an extension of strong coupling

theory, modified to support the d − wave symmetry of the order parameter. In this thesis I will use

this formalism to analyze properties of the normal state. The samples that will be analyzed range from

5



1. INTRODUCTION

Figure 1.4: Pseudogap energy scale determined by Epg = 2∆pg from several experimental probes: angle-
resolved photoemission spectroscopy (ARPES), tunneling (STM, SIN, SIS), Andreev reflection (AR), Ra-
man scattering (RS) and heat conductivity (HC). The critical temperature determines the second energy
scale as Esc ≈ 5kbTc Also included are inelastic neutron scattering (INS) results for Ωr, the magnetic
resonance mode energy. Figure adapted from [32]

strongly underdoped to strongly overdoped. With decreasing doping the interaction strength strongly

increases and this will eventually result in a breakdown of the Fermi liquid picture. We find some

evidence that for underdoped samples the formalism indeed needs to be extended. However, the recent

observation of quantum oscillations in strongly underdoped YBa2Cu3O6.5, indicating the presence of

a coherent Fermi surface, suggest that even in strongly underdoped compounds a remnant of the Fermi

liquid state survives.

1.3 Correlations and superconductivity

One can separate the field into two schools of thought regarding the nature of the superconducting state.

The first school beliefs that superconductivity in the cuprates arises from strong correlation effects.

This is borne out most clearly by the work of Anderson and collaborators [27, 35, 36]. Roughly, the

idea is that, when doped, the Mott insulator gives way to the RVB liquid. In such a liquid electrons

are paired into singlet states. The electrons close to the Fermi energy reside in the anti-bonding band

made up out of the Cu orbitals with x2− y2 symmetry. This results in pair wave functions with a node

at the origin: two electrons making up a pair never come very close, avoiding the repulsive core of the

Coulomb potential. The pairing into this singlet state is then governed by the superexchange interaction

J ∼ 150 meV. This energy scale is very large, and could explain why Tc is high. Unfortunately, neither
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1.3 Correlations and superconductivity

the Hubbard nor the t− J model are easily solvable. As a result it is not clear that in these models the

ground state can be superconducting in any parameter range. One method to study the occurrence of

superconductivity in these models is through a variational approach. In this approach one starts from

a trial wave function with a few parameters that can are optimized so as to minimize the expectation

value of the ground state energy. An example of such a trial wave function is [37],

|Ψ〉 = ehK̂/te−gD̂|Ψ0〉 (1.3)

The two operators K̂ and D̂ are the first and second term of Eq. 1.1 respectively. h and g are two pa-

rameters that are to be determined variationally. The wave function with h = 0 is known as a Gutzwiller

wave function. The state |Ψ0〉 can be the BCS wave function, an anti-ferromagnetic state or just the

Fermi sea. The effect of applying the right hand operator to this state is to completely project out all

doubly occupied sites, while the effect of the other operator is to restore some kinetic energy. Eichen-

berger and Baeriswyl recently showed that at half filling the anti-ferromagnetic state has a lower energy

while at higher dopings the superconducting state wins [37].

The second approach to understanding superconductivity in the cuprates uses an extension of the

strong coupling theory already mentioned. In normal metals two electrons interact with each other

through the Coulomb interaction and by exchanging phonons. In the simplest picture this is just a

superposition of terms [38, 39],

Veff (q, ω) = Ṽc(q, ω) + Ṽe−ph(q, ω) + Ṽe−sf (q, ω) (1.4)

Here Ṽc is the screened Coulomb interaction, Ṽe−ph is the screened electron-phonon interaction and

Ṽe−sf is the interaction between electrons and paramagnons. However, if the interactions are strong

the electron-electron vertex can depend in a non-linear way on these couplings. The interactions are

screened due to the presence of the other electrons. The screened Coulomb interaction is strictly posi-

tive if the dielectric function is larger then zero. The second term however is negative for frequencies

ω . ωq, with ωq a typical phonon frequencies. This negative part can become larger then the repulsive

Coulomb part and bind two electrons in a pair. The BCS theory simplifies this effective interaction by

replacing it with a constant attractive interaction for frequencies smaller then the Debeye frequency and

zero above. This is a reasonable approximation if the electron-phonon interaction is weak. The Eliash-

berg theory includes the frequency dependence of the interaction and is valid for both small and large

coupling constants (at least up to λ ≈ 3. There are no conventional electron-phonon superconductors

with a larger coupling constant).

The BCS theory leads to the gap equation,

∆k = −
∑
k′

Vk,k′∆k′

2Ek′
tanh

(
βEk′

2

)
(1.5)
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1. INTRODUCTION

Where ∆k is the energy gap, Vk,k′ is the effective inter electron interaction, β = (kBT )−1 and

Ek =
√
ε2
k + ∆2

k. In BCS theory the electron-phonon interaction and Fermi surface are assumed

to be isotropic. This favors s−wave pairing: the gap is also isotropic. In this case, the solution to Eq.

1.5 requires that the effective interaction is negative. The observation of a d−wave gap in the cuprates

is difficult to understand in the above picture. There is however a second possibility to solve the gap

equation, first put forward by Scalapino et al. [39]. These authors leave out the electron-phonon inter-

action, but take into account an effective interaction mediated by the exchange of paramagnons (third

term in Eq. 1.4). This interaction is repulsive everywhere but strongly peaked at a momentum transfer

of Q = (π, π). Figure 1.5 shows the scattering process. This interaction scatters two electrons from

Figure 1.5: In the paramagnon theory of Scalapino et al. two electrons with opposite momentum states are
scattered to states on opposite sides of the Fermi surface that differ with the initial state by (π, π), indicated
by the red arrows.

opposite sides of the Fermi surface. This scattering is most effective near the anti-nodal regions around

(0, π) and (π, 0). Looking at Eq. 1.5 one realizes that a possible solution for positive Vk,k′ is given

by ∆k = ∆0(cos kx − cos ky). It is interesting to note that the publication of this idea coincided

with the publication of the discovery of the high temperature superconductors and that it predicted the
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1.3 Correlations and superconductivity

possibility of a d − wave gap. It took several years before it was experimentally realized that the gap

symmetry was indeed d− wave. It took even longer before convincing evidence was given [40].

In this thesis I will present the latest experimental results obtained from optical spectroscopy. I will

first discuss some optical properties of solids. This will be used as introduction to the experimental

part of this work. In chapters 3 and 4 I present the experimental results. In chapter 5 I will discuss

how one can analyze optical properties in the strong coupling formalism. Chapter 6 describes how

this formalism can be used to explain the anomalous behavior of the optical sum rule that has been

reported in earlier studies. Finally in chapter 7 I will present a minimal model that explains a large

body of experimental facts, including the high critical temperature of these materials.
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Chapter 2
Theory of Optical Spectroscopy

2.1 Introduction

In this chapter I will discuss some of the basic physics of correlated electron systems from an optical

spectroscopists viewpoint. The interaction of light and matter will be discussed first from a classical

point of view, based on the Maxwell equations. This will be the basis for a discussion of the optical

techniques that are used in the experiments described in this work. I will then continue with a dis-

cussion of the quantum mechanical description of the interaction between light and matter, using the

Kubo-formalism. Finally, I will discuss the application of sum rules to correlated systems and what

happens when interactions, like the electron-phonon interaction, become important. The first part of

the review is not meant to be complete. Readers with interest for further details are referred to refer-

ences [41] and [42]. In the following all fields, currents, charge densities etc. are implied to be position

and time dependent if not written explicitly. Bold quantities imply vectors or matrices. A large part

of this chapter is based on the lecture notes I wrote for the course given by Dirk van der Marel at the

XIth Training Course in the Physics of Strongly Correlated Systems in Vietri sul Mare. It has been

published in the proceedings of the school [43] and is available also from the arXiv [44].
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2. THEORY OF OPTICAL SPECTROSCOPY

2.2 Electromagnetism and Matter

2.2.1 Maxwell’s equations

We start this review with the microscopic Maxwell equations,

∇ · e = 4πρmicro, (2.1)

∇× e = −1
c

∂

∂t
b, (2.2)

∇ · b = 0, (2.3)

∇× b =
1
c

∂

∂t
e +

4π
c

jmicro. (2.4)

Here e and b are the microscopic electric and magnetic fields respectively. ρmicro is the total micro-

scopic charge distribution and jmicro the total microscopic current distribution (i.e. due to internal and

external sources). Note that these equations are written in the C.G.S. system of units. To convert them

to S.I. units, simply replace 4π by 1/ε0. The charge distribution for a collection of point sources with

charge qi can be written classically,

ρmicro =
∑
i

qiδ(r− ri), (2.5)

or quantum mechanically as,

ρmicro = −eΨ∗(r)Ψ(r). (2.6)

Equations (2.1-2.4) are not very practical to work with. As a first step we rewrite them in a more

familiar form. To do this we average the fields, charge and current distributions over a volume ∆V ,

ρtotal(r) =
1

∆V

∫
∆V

ρmicro(r + r′)d3r′, (2.7)

Jtotal(r) =
1

∆V

∫
∆V

Jmicro(r + r′)d3r′, (2.8)

and similarly for e and b. This is a sensible procedure under the condition that a0 � ∆V � (2πc/ω)3

where a0 is the Bohr radius. Using these averaged distributions we arrive at the standard Maxwell

equations in free space,

∇ ·Etotal(r, t) = 4πρtotal(r, t), (2.9)

∇×Etotal(r, t) = −1
c

∂

∂t
Btotal(r, t), (2.10)

∇ ·Btotal(r, t) = 0, (2.11)

∇×Btotal(r, t) =
1
c

∂

∂t
Etotal(r, t) +

4π
c

Jtotal(r, t). (2.12)
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2.2 Electromagnetism and Matter

In order to see how matter interacts with propagating electromagnetic waves we have to distinguish

between induced and external sources. We write Jtotal ≡ Jext+Jind and ρtotal ≡ ρext+ρind. Both the

induced and external charge and current distributions have to obey the continuity equations separately,

∇ · Jind/ext +
∂

∂t
ρind/ext = 0. (2.13)

We can distinguish three different types of macroscopic internal sources,

Jind = Jcond +
∂P
∂t

+ c∇×M. (2.14)

The first term on the right hand side, Jcond, corresponds to the response of the free charges. The

second term is the current due to changes in the polarization state of the system. Finally, we include

a term representing a current due to magnetization. Note that this last term is purely transversal (the

divergence of a rotation is always zero) and so is easy to distinguish from the other two terms. It is

convenient to introduce new fields

D(r, t) ≡ Eext(r, t) ≡ E(r, t) + 4πP(r, t), (2.15)

H(r, t) ≡ B(r, t)− 4πM(r, t), (2.16)

so that using equations (2.14-2.16) in equations (2.9) and (2.12) we find,

∇ ·D(r, t) = 4πρext(r, t), (2.17)

∇×H(r, t) =
1
c

∂

∂t
D(r, t) +

4π
c

Jext(r, t) +
4π
c

Jcond(r, t). (2.18)

2.2.2 Linear Response Theory

In the spirit of linear response theory we assume that the response of polarization, magnetization or

current are linear in the applied fields:

P = χeE, (2.19)

M = χmH, (2.20)

J = σE. (2.21)

The electric and magnetic susceptibilities can be expressed in terms of a dielectric function ε′ =

1+4πχe and magnetic permittivity µ′ = 1+4πχm. The dielectric function is a response function that

connects the external field Eext at position r and time t with the field E at all other times and positions.

So in general,

Eext(r, t) =
∫ t

−∞

∫
ε′(r, r′, t, t′)E(r′, t′)d3r′dt′. (2.22)
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2. THEORY OF OPTICAL SPECTROSCOPY

We will be mainly interested in the Fourier transform of ε′ ≡ ε(q, ω) however. It is an easy exercise

to express the Maxwell equations in terms of q and ω which we leave to the reader. We can use these

definitions to once again rewrite the Maxwell equations in the following form,

∇ · (ε′E) = 4πρext, (2.23)

∇×E = −1
c

∂

∂t
(µ′)H, (2.24)

∇ · µ′H = 0, (2.25)

∇×H =
1
c

∂

∂t
(ε′E) +

4πσ
c

E. (2.26)

We are now in a position to study the response of a solid to an externally applied field or light wave. For

simplicity we assume that our solid is homogeneous so that ∇ε′ = 0 and ∇µ′ = 0. We can describe

light waves by plane waves, i.e.

E(r, t) = E0e
i(q�r−ωt), (2.27)

B(r, t) = B0e
i(q�r−ωt). (2.28)

Using (2.28) on the right hand side of Faraday’s equation (2.10) and rearranging we find,

B =
c

iω
∇×E. (2.29)

If we now take the curl of this equation and use the fact that we can express M in terms of B as (see

equations (2.16) and (2.20)),

M =
µ′−1 − 1

4π
B. (2.30)

we find that

∇×M =
µ′−1 − 1

4π
∇×B =

c

iω

µ′−1 − 1
4π

∇×∇×E

=
c

iω

µ′−1 − 1
4π

(∇2E−∇(∇ ·E) =
cq2

iω

µ′−1 − 1
4π

ET . (2.31)

Note that in this equation we are left with only the transversal field since the curl of a curl is transverse.

We give two further identities for completeness,

∂P
∂t

= −iω1− ε′

4π
E, (2.32)

and,

Jcond = σE. (2.33)

Finally, we note that inside the solid ρext = Jext = 0. With this we have all the ingredients to express

equation (2.18) in terms of E and J. We split this equation in transversal and longitudinal parts to find,

JTind(q, ω)
ET (q, ω)

≡ iω

4π
{1− ε′(q, ω)− i4π

ω
σ(q, ω)− c2q2

ω2
(1− 1

µ(q, ω)
)}, (2.34)

JLind(q, ω)
EL(q, ω)

≡ iω

4π
{1− ε′(q, ω)− i4π

ω
σ(q, ω)}. (2.35)
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2.2 Electromagnetism and Matter

We can define a new dielectric function with longitudinal and transverse components and write the

previous equation in a more compact form,

JL,Tind (q, ω)
EL,T (q, ω)

≡ iω

4π
{1− εL,T (q, ω)}. (2.36)

This new dielectric function ε is now a complex quantity: ε ≡ ε′ + iε′′ = ε′ + i4πσ/ω. Using the

last relation we can also define a complex conductivity σ̂ ≡ σ′ + iσ′′ and it is related to the dielectric

function by,

σ̂ =
iω

4π
(1− ε). (2.37)

The real part of ε is often called the reactive part and the imaginary part the dissipative part. The real

and imaginary parts are also indicated with a subscript 1 and 2 instead of (’) and (”).

2.2.3 Kramers-Kronig relations

A fundamental principle in physics is the principle of causality: an effect cannot precede its cause. This

principle provides us with a very useful relation between the real and imaginary parts of a response

function like the optical conductivity as we now show. First we express the induced current due to an

electric field in terms of a memory function,

j(t) =
∫ t

−∞
M(t− t′)E(t′)dt′. (2.38)

The memory function has the property that M(τ < 0) = 0. This is simply a restatement of the

causality principle: we switch on a driving force at time τ = 0 so before that time there can be no

current. We define the Fourier transform of M in equation (2.38) as,

σ̂(ω) =
∫ ∞

0
M(τ)eiωτdτ. (2.39)

To do the integral we change to the complex frequency plane, ω → z = ω1 + iω2. The exponential in

Eq. (2.39) now splits in a complex and real part,

σ̂(ω) =
∫ ∞

0
M(τ)eiω1τe−ω2τdτ. (2.40)

The second exponent in this integral is bounded in the upper half plane for τ > 0 and in the lower half

plane for τ < 0, so that we can evaluate the integral in the upper half plane since M(τ < 0) = 0.

We use the contour shown in figure 2.1. Since all poles occur on the real axis, the complete contour is

zero, ∮
dz

σ̂(z)
z − ω

= 0. (2.41)
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2. THEORY OF OPTICAL SPECTROSCOPY

Figure 2.1: Contour used to derive the KK-relations.

The integral along the large semi circle is also zero. So we are left with,∫ ω−ε

−∞
dz

σ̂(z)
z − ω

+
∫ ∞
ω+ε

dz
σ̂(z)
z − ω

+
∫ 0

π
d(ω + εeiφ)

σ̂(ω + εeiφ)
εeiφ

= 0. (2.42)

The first two integrals give the principle value of the integral for ε→ 0,

P

∫ ∞
−∞

dω′
σ̂(ω′)
ω′ − ω

− πiσ̂(ω′) = 0. (2.43)

From which the Kramers-Kronig relations follow,

σ1(ω) =
1
π

P

∫ ∞
−∞

σ2(ω′)
ω′ − ω

dω′, (2.44)

σ2(ω) = − 1
π

P

∫ ∞
−∞

σ1(ω′)
ω′ − ω

dω′. (2.45)

Using Im(M(τ)) = 0 we see that σ̂(−ω) = σ̂∗(ω), which implies that σ1(−ω) = σ1(ω) and

σ2(−ω) = −σ2(ω). These relations can be used to rewrite equations (2.44) and (2.45),

σ1(ω) =
2
π

P

∫ ∞
0

ω′σ2(ω′)
ω′2 − ω2

dω′, (2.46)

σ2(ω) = −2ω
π

P

∫ ∞
0

σ1(ω′)
ω′2 − ω2

dω′. (2.47)

The relations (2.44) and (2.45) between the real and imaginary parts of the optical conductivity are

examples of the general relations between real and imaginary parts of causal response functions and

they are referred to as Kramers-Kronig (KK) relations.

2.2.4 Polaritons

In this section we discuss the properties of electromagnetic waves propagating through solids. Such

a wave is called a polariton. A polariton is a photon dressed up with the excitations that exist inside

solids. For example one can have phonon-polaritons which are photons dressed up with phonons.
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2.2 Electromagnetism and Matter

Although the solutions of the Maxwell equations, i.e. the fields E and B, have the same form as before

(Eq. (2.27) and (2.28)) they obey different dispersion relations as we will now see. As before we

assume that ∇ε′ = ∇µ′ = 0 and that ρext = Jext = 0. Taking the curl of Eq. (2.24) we obtain for the

left-hand side,

∇×∇×E = −∇2ET , (2.48)

where the T indicates that we are left with a purely transverse field. We then use Eq. (2.26) to work

out the right-hand side of Eq. (2.24) and we obtain the wave equation,

∇2ET =
ε′µ

c2

∂2ET

∂t2
+

4πσµ
c2

∂ET

∂t
. (2.49)

From this wave equation we easily obtain the dispersion relation for polaritons travelling through a

solid by substituting Eq. (2.27),

µ(q, ω){ε′(q, ω) + i
4πσ(q, ω)

ω
}ω2 = µεLω2 = q2c2. (2.50)

The dispersion relation for longitudinal waves can be found by observing that for longitudinal waves

∇× E = 0 and hence the dispersion relation is simply,

µ(q, ω){ε′(q, ω) + i
4πσ(q, ω)

ω
} = 0. (2.51)

The polariton solutions to Eq. (2.50) are of the form

E(r, t) = E0e
i(q�r−ωt), (2.52)

with

|q| =
√
µεω

c
. (2.53)

We now define the refractive index,

n̂(q, ω) = n+ ik ≡ √µε. (2.54)

In all cases considered here n > 0 and k > 0. We also note that Im(ε) ≥ 0 but it is possible to have

Re(ε) < 0. If k > 0 the wave travelling through the solid gets attenuated,

E(r, t) = E0e
iω(nr/c−t)−r/δ. (2.55)

The extinction of the wave occurs over a characteristic length scale δ called the skin depth,

δ =
c

ωk
=

c

ωIm
√
µε1 + i4πµσ1/ω

. (2.56)

Note that we can have k > 0 if Im(ε) = 0 and Re(ε) < 0 so that the wave gets attenuated even

though there is no absorption. In table 2.1 we indicate some limits of the skin depth.

17



2. THEORY OF OPTICAL SPECTROSCOPY

Figure 2.2: Real part of the optical conduc-
tivity for parameter values indicated in the
graph. The curve is calculated using equa-
tion (2.57).

Figure 2.3: Dielectric function correspond-
ing to equation (2.58) with the same parame-
ters as in figure 2.2.

Insulator 4πσ1
ω � ε1 δ ≈ c

2πσ1

√
ε1
µ

Metal 4πσ1
ω � ε1 δ ≈ c√

2πµσ1ω

Superconductor 4πσ1
ω � ε1 = − c2

λ2ω2 δ ≈ λ√
µ

Table 2.1: Some limiting cases of the general expression Eq. (2.56). λ in the last line is the London
penetration depth.

To illustrate some of the previous results we now have a look at the simplest model of a metal: the

Drude-model. The optical conductivity in the Drude model is,

σ̂ =
ne2

m

1
τ−1 − iω

. (2.57)

Often 1/τ , the time in between scattering events, is written as a scattering rate γ. The plasma frequency

is defined as ω2
p ≡ 4πne2/2m. The dielectric function can now be written as,

ε(ω) = 1 + 4πχbound −
4πne2

m

1
ω(γ − iω)

= ε∞ −
4πne2

m

1
ω(γ − iω)

, (2.58)

where for completeness we have included the contribution due to the bound charges, represented by a

high energy contribution ε∞. Figure 2.2 shows the optical conductivity given by equation (2.57) for

parameter values typical of a metal. Using the same parameters we can calculate the dielectric function

given by equation (2.58). The results are shown in figure 2.3. We note that the real part of the dielectric

function is negative for ω < ωp/
√
ε∞ and positive for ω > ωp/

√
ε∞. The point where it crosses zero

is called the screened plasma frequency ω∗p (screened by interband transitions).

We can also easily calculate the optical constants,

n̂ =

√
ε∞ −

ω2
p

ω (ω + iτ−1)
. (2.59)
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2.2 Electromagnetism and Matter

Figure 2.4: Optical constants corresponding
to equation (2.58) with the same parameters
as in figure 2.2.

Figure 2.5: Polariton dispersion calculated
with the same parameters as in figure 2.2.

The real and imaginary part are displayed in figure 2.4. We see that at the screened plasma frequency

both n and k show a discontinuity.

The polariton dispersion follows from equation (2.50). Here we assume that µ = 1 and frequency

independent and use Eq. (2.58) to solve (2.50) for ω(q). The polariton dispersion consists of two

branches the lowest one for 0 ≤ ω ≤ 1/τ and one for ω ≥ ωp/
√
ε∞.

Finally we show the skin depth in figure 2.6. We see that for frequencies smaller than the scattering

Figure 2.6: Skin depth calculated with the same parameters as in figure 2.2.

rate, γ, light waves can enter the material. This is called the classical skin effect. For frequencies larger

than the screened plasma frequency the material becomes transparent again.
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2. THEORY OF OPTICAL SPECTROSCOPY

Figure 2.7: Electromagnetic waves reflecting from a material. The reflected wave has a smaller amplitude
and is phase shifted with respect to the incoming wave. The transmitted wave is continuously attenuated
inside the material.

2.3 Experimental Techniques

The goal of optical spectroscopy is to determine the complex dielectric function or equivalently the

complex optical conductivity. Since electromagnetic waves have small momenta compared to the

typical momenta of a solid, i.e. q � 1/a0, we usually only probe the q → 0 limit of the optical

constants. In this limit,

lim
q→0

(εT (q, ω)− εL(q, ω)) = 0, (2.60)

ε(q→ 0, ω) = ε1(ω) + i
4π
ω
σ1(ω). (2.61)

In some cases we can directly obtain information on both real and imaginary components separately,

but more often we obtain information where the contributions are mixed. We then make use of some

form the KK-relations to disentangle the two.

2.3.1 Reflection and Transmission at an interface

When we shine light on an interface between vacuum and a material, part of the light is reflected and

another part is transmitted as in figure 2.7. At the boundary the electromagnetic waves have to obey

the following boundary conditions,

Ei + Er = Et, (2.62)

E×H // k. (2.63)
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From these two equations it follows that the reflected magnetic field suffers a phase shift at the bound-

ary,

Hi −Hr = Ht. (2.64)

Using equation (2.27) in equation (2.24) we obtain,

iqcET = iωµH. (2.65)

so that, using the dispersion relation (2.50),

H
ET

=
√
ε

µ
. (2.66)

From now on we set µ = 1 unless otherwise indicated. In that case H/ET = n̂. Combining this result

with Eq. (2.64) we get,

Ei −Er = n̂. (2.67)

Together with Eq. (2.62) we can now solve for Er/Ei and Et/Ei,

r̂ ≡ Er/Ei =
1− n̂
1 + n̂

, (2.68)

t̂ ≡ Et/Ei =
2

1 + n̂
. (2.69)

The two quantities r̂ and t̂ are the complex reflectance and transmittance.

2.3.2 Reflectivity experiments

The real reflection coefficient R(ω) which is measured in a reflection experiment is related to r̂ via

R = |r̂|2 =
∣∣∣∣(n− 1)2 + k2

(n+ 1)2 + k2

∣∣∣∣ . (2.70)

Note that in this experiment we obtain no information on the phase of r̂. In these experiments the

angle of incidence is as close to normal incidence as possible. To measure R(ω) one first measures

the reflected intensity Is from the sample under study. To normalize this intensity one then has to

take a reference measurement. This can be done by replacing the sample with a mirror (i.e a piece of

aluminum or gold) and again measure the reflected intensity, Iref . The reflection coefficient is then

R(ω) ≡ Is(ω)/Iref (ω). A better way is to evaporate a layer of gold or aluminum in-situ and measure

the reflected intensity as a reference. This way one automatically corrects for surface imperfections

and, if done properly, there are no errors due to different size and shape of the reflecting surface. To

obtain the optical constants from such an experiment we have to make use of KK-relations. If we

define, r̂(ω) ≡
√
R(ω)eiθ, then the logarithm of r̂(ω) is

ln r̂(ω) = ln
√
R(ω) + iθ. (2.71)
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Figure 2.8: Reflectivity calculated using parameters typical for a metal. The inset shows the low energy
reflectivity on an enhanced scale.

The phase θ in this expression is the unknown we want to determine. If we interpret r̂ as a response

function we can use the same arguments as in the section on KK relations and calculate θ(ω) from,

θ(ω) = −ω
π
P

∫ ∞
0

lnR(ω′)
ω′2 − ω2

dω′, (2.72)

which is just the same as the KK-relation for ε̂. The complex dielectric function is calculated from

R(ω) and θ(ω) using,

ε̂(ω) =

(
1−

√
R (ω)eiθ(ω)

1 +
√
R (ω)eiθ(ω)

)2

. (2.73)

Although in principle exact, this technique is in practice only approximate. The reason is that we

cannot measure R(ω) from zero to infinite frequency. Most experiments probe a frequency range

between a few meV and a few eV. To do the integral in Eq. (2.73) one then has to use extrapolations

in the frequency ranges where no data is available. For metals the low frequency extrapolation which

is most often used is the so-called Hagen-Rubens approximation,

R(ω) = 1− α
√
ω. (2.74)

For frequencies above the interband transitions one often uses an extrapolation that is proportional to

ω−4. As an example of a possible experimental result we show in figure 2.8 the reflectivity calculated

from the Drude model for the same parameters as in section on polaritons.

The reflectivity is close to one until just below the plasma frequency. At the zero crossing of ε1

the reflectivity has a minimum. The inset shows a blow up of the "flat" region below 50 meV. Here

one can clearly see the Hagen-Rubens behavior mentioned above. If the sample under investigation

is anisotropic one has to use polarized light along one of the principle crystal axes to perform the

experiment.
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Figure 2.9: Comparison of samples at 20 K. The inset shows the reflectivity on an expanded scale. OpD35:
Bi2201, see chapter 4. UD66,OpD88,OD77: Bi2212, see Ref. [45, 46]. Hg1201: see chapter 3. Bi2223:
see Ref. [47].

The reflectivity of high temperature superconductors is often referred to as that of a "bad metal".

This means that the reflectivity shows a clear plasma edge, but not very sharp (see inset of figure 2.9).

This sharpness is determined by the scattering rate and in cuprates it is large compared to that of clean

metals. As we will see in later chapters, the origin of this scattering rate is not due to impurities but

to the scattering of bosonic degrees of freedom. A second feature of the reflectivity of cuprates is

that at low temperature the system is superconducting and this has important consequences for the

reflectivity. Figure 2.9 shows a comparison of the reflectivity for several superconductors below their

critical temperature. The most interesting part for this comparison is the low frequency reflectivity. Due

to the presence of a zero frequency δ-function in the conductivity and a partial gap in the electronic

spectrum the reflectivity remains close to one. Above a threshold frequency, which in conventional

superconductors is close to 2∆, the reflectivity starts to decrease. The figure shows that there is a

correlation between the critical temperature and the point where the reflectivity departs from one. This

can be related to the increase of superfluid density and is a manifestation of the Uemura relation [48].

2.3.3 Grazing Incidence Experiments

A closely related technique is to measure reflectance under a grazing angle of incidence. Here one has

to distinguish between experiments performed with different incoming polarizations as shown in figure

2.10. We distinguish between p-polarized light and s-polarized light. For p-polarization the electric

field is parallel to the plane of incidence, whereas for s-polarization it is perpendicular to it (s stands

for senkrecht). Since in principal the optical constants along the three crystal axes can be different, we

use the labels a, b and c for the optical constants as indicated in figure 2.10. For p-polarized light the
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Figure 2.10: Grazing incidence experiment. The result of the experiment is extremely sensitive to the
precise orientation of the crystal axes with respect to the incoming light.

complex reflectance is,

rp =
n̂cn̂b cos θ −

√
n̂2
c − sin2 θ

n̂cn̂b cos θ +
√
n̂2
c − sin2 θ

. (2.75)

The angle θ in this equation is the angle relative to the surface normal under which the experiment is

performed. For s-polarized light the complex reflectance is,

rs =
cos θ −

√
n̂2
a − sin2 θ

cos θ +
√
n̂2
a − sin2 θ

. (2.76)

An example of such an experiment is shown in figure 2.11. In this example the samples are from

the bismuth based family of cuprates. They have a layered structure consisting of conducting copper-

oxygen sheets, interspersed with insulating bismuth-oxygen layers. Since the bonding between layers

is not very strong it is very difficult to obtain samples that are sufficiently thick along the insulating

c-direction. The grazing incidence technique is used here to probe the optical constants of the c-axis

Figure 2.11: Grazing incidence reflectivity of Bi2Sr2CuO6+δ samples for three different dopings. The
inset indicates the measurement geometry. These experiments are discussed in more detail in chapter 4.
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without the need of a large ac-face surface area. A disadvantage in this particular experiment is that it is

not possible to determine accurately the absolute value of the optical constants. It is possible however

to determine the so-called loss function Im(−1/ε̂c). The experiment is performed on the ab-plane of

the sample using p-polarized light and we can simplify the expression for r̂p by using the fact that the

a and b direction are almost isotropic. The resulting expression for r̂p is,

r̂p =

√
ε̂b cos θ −

√
1− sin2 θ

/
ε̂c

√
ε̂b cos θ +

√
1− sin2 θ

/
ε̂c

. (2.77)

From this equation we can derive the following relation between the grazing incidence reflectivity and

a pseudo loss-function L(ω) [49],

L(ω) ≡ (1−Rp)
(1 +Rp)

≈ Im 2eiφp

|nb| cos θ

√
1− sin2 θ

ε̂c
. (2.78)

The function
√

1− sin2 θ
ε̂c

has maxima at the same position as the true loss-function. In chapter 5 we

compare this spectrum to the bosonic spectral density density of Bi2Sr2CuO6+δ.

2.3.4 Spectroscopic Ellipsometry

The third technique we introduce here is spectroscopic ellipsometry. This relatively new technique has

two major advantages over the previous techniques. Firstly, the technique is self-normalizing meaning

that no reference measurement has to be done and secondly, it provides directly both the real and

imaginary parts of the dielectric function.

As with the grazing incidence technique we have to distinguish between s- and p-polarized light

and label the crystal axes. Instead of measuring Rp or Rs independently, we now measure directly

the amplitude and phase of the ratio r̂p/r̂s = |r̂p/r̂s|ei(ηp−ηs). To see how this can be done we first

describe the experimental setup. There are a number of different setups one can use and here we

describe the simplest. This setup consists of a source followed by a polarizer. With this polarizer we

can change the orientation of the polarization impinging on the sample. The light reflected from the

sample passes through another polarizer (called analyzer) and then hits the detector. Depending on the

orientation of the first polarizer we can change the electric field strength of s- and p-polarized light

according to,

Ep = |Ei| cos (P ) , (2.79)

Es = |Ei| sin (P ) . (2.80)

(2.81)
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Figure 2.12: Result of an ellipsometric measurement. The phase shift A0 and amplitude 2γ are the two
quantities that we are interested in.

From the expressions for r̂p and r̂s, (2.75) and (2.76), in the previous section it follows that,

ρ̂ ≡ rp

rs
=

√
n̂2
c − sin2 θ − n̂cn̂b cos θ√
n̂2
c − sin2 θ + n̂cn̂b cos θ

·
√
n̂2
a − sin2 θ + cos θ√
n̂2
a − sin2 θ − cos θ

. (2.82)

Our task is now to invert this equation and express the optical constants in terms of measured quantities

and instrument parameters. For an isotropic sample this can be done quite easily. We define the

pseudodielectric function ε̂ such that:

ρ̂ ≡ sin θ tan θ −
√
ε̃− sin2 θ

sin θ tan θ +
√
ε̃− sin2 θ

, (2.83)

where we note that ε̂ = εa = εb = εc in an optically isotropic medium. This equation can be inverted

to obtain ε̃,

ε̃(ω) = sin2 θ

[
1 + tan2 θ

(
1− ρ
1 + ρ

)2
]
. (2.84)

So all that is left to do is to express ρ̂ in terms of experimental parameters. The experiment is done in

the following way: we fix the polarizer at some angle 0 < P < 90 and then we record the intensity

while rotating the analyzer 360 degrees. The result is shown in figure 2.12. We then measure the

amplitude of the resulting sine wave, γ and the phase offset with respect to zero, A0 (we assume here

that for P = 0 the polarizer and analyzer are aligned parallel to each other). With some goniometry

and figure 2.12 we can show that,

tan 2A0 =
2ρ1 tan (P )
|ρ|2 − tan2 (P )

, (2.85)
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Figure 2.13: Dielectric function measured ellipsometrically on a HgBa2CuO4+δ sample. The true dielec-
tric function is shown in solid lines. The pseudo dielectric function (i.e. actually measured) is shown as a
dashed line. Data taken from ref. [50] and discussed in chapter 3 of this work.

and

γ =

√
4ρ2

1 tan2 (P ) +
(
|ρ|2 − tan2 (P )

)2

|ρ|2 + tan2 (P )
. (2.86)

The combination of these equations with Eq. (2.84) is all we need to describe an ellipsometric ex-

periment on an isotropic sample. For an anisotropic sample the problem is slightly more difficult.

However, there exists a theorem due to Aspnes which states that the inversion of Eq. (2.82) results in

Eq. (2.84) but now the dielectric function on the left-hand side is a so-called pseudo-dielectric function.

This pseudo-dielectric function is mainly determined by the component parallel to the intersection of

sample surface and plane of incidence (component along b in figure 2.10), but still contains a small

contribution of the two other components. If we perform three measurements, each along a different

crystal axis, we can correct the pseudo dielectric functions and obtain the true dielectric functions. If

the sample is isotropic along two directions, as is the case in high temperature superconductors for

example, only two measurements are required. Figure 2.13 shows in dashed lines the pseudo dielectric

function of HgBa2CuO4. In this case the a and b axes have the same optical constants. The c-axis

dielectric function was determined from reflectivity measurements and subsequently used to correct

the pseudo dielectric function measured by ellipsometry on the ab-plane. The true dielectric function

after this correction is shown as the solid line.

2.4 Quantum theory

We now move to the quantum theoretical description of the interaction of light and matter using the

Kubo-formalism. So far we have been using a "geometrical" or macroscopic view of this interaction,
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but in this section we will consider the effects of the absorption of photons by electrons. Consider for

simplicity a metal. The electronic states of the system are described by a set of bands, some of which

are fully occupied, some partially and the rest empty, figure 2.14. When photons interact with these

Figure 2.14: The indicated transition is an interband transition. Al states below the dashed line indicated
by EF are occupied all states above are empty.

band electrons they can be absorbed and in this process the electron is excited to a higher lying band

leaving behind a hole. In this way we create electron-hole pairs and this (dipole) transition from a state

|ΨN
ν 〉 to a state |ΨN

µ 〉 is characterized by an optical matrix element,

Mµν(~q) =
〈
ΨN
µ |v̂q| ΨN

ν

〉
. (2.87)

If the transition is from one band to another band we call the transition an interband transition and

if the transition is within a band we call it a intraband transition. In figure 2.15 we show the optical

conductivity of KCl. In this compound a strong onset is seen in the optical conductivity around ≈8.7

eV. This onset is due to the excitation of electrons from the occupied p-band related to the Cl− ions to

the unoccupied s-band of the K+ ions. Since this particular transition involves moving charge from the

chlorine atoms to the potassium atoms this type of excitation is called a charge transfer (CT) excitation

[26]. Another important feature in figure 2.15 are the strong peaks seen around 7.5 eV. Many theories

often neglect so-called vertex corrections because these corrections cancel if the interactions between

electrons are isotropic. However in real materials interactions are more often than not anisotropic and

this means that these corrections have to be taken into account. The peaks seen in figure 2.15 are due

to transitions from bound states of electron-hole pairs, called excitons, which arise due to the vertex

corrections. Before we start our display of the Kubo-formalism we first introduce some notation. We
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Figure 2.15: Optical conductivity of KCl. The series of strong peaks are due to excitons. The onset in
absorption around 9 eV is the onset of charge transfer excitations.

introduce the field operators,

ψ†σ(r) =
∑
k

e−ik·rĉ†k,σ. (2.88)

The density operator is given by,

n̂σ(r) = ψ†σ(r)ψσ(r). (2.89)

The Fourier transform of n̂σ(r) is,

n̂σ(r) =
1
V

∑
q

e−iq·rρq, (2.90)

with

ρq =
∑
k,σ

ĉ†k−q/2,σ ĉk+q/2,σ. (2.91)

The velocity operator is defined as,

v̂q =
~
m

∑
k,σ

kĉ†k−q/2,σ ĉk+q/2,σ. (2.92)

Finally, we note that the operators n̂σ(r) and v̂q satisfy,

i

~

[
n̂σ(r), Ĥ

]
+∇ · v̂q = 0. (2.93)

2.4.1 The Kubo-formalism

To calculate the optical conductivity from a microscopic starting point we have to add to the Hamilto-

nian of the system a term that describes the interaction with the electromagnetic field described by,

ET (r, t) =
iω

c

∑
q

Aqe
i(q·r−ωt), (2.94)
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Note that we have chosen the transverse gauge which we will use throughout the rest of the chapter.

The interaction Hamiltonian is given by,

H ′ = −e~
c

∑
q

ei(q·r−ωt)Aq · v̂−q, (2.95)

and in the presence of an electromagnetic field we use the minimal coupling,

v̂q → v̂q −
e~
mc

Aqe
i(q·r−ωt)ρ̂q. (2.96)

We now start by examining the current operator J(r, t) = J(1)(r, t)+J(2)(r, t). It consists of two terms

the first of which is called the diamagnetic term,

J(1)(r, t) = −ne
2

mc
A(r, t) =

ine2

mω
ET (r, t), (2.97)

where in the last equality we have used Eq. (2.94). The second term is more difficult. It is given by,

J(2)(r, t) =
e2

V

t∫
−∞

〈
eiH′τe−iHτ v̂(r, t)eiHτe−iH′τ

〉
eiω(t−τ)dτ . (2.98)

We make here the approximation of using linear response theory: we expand the exponentials eiH
′τ to

first order in A(r, t) and then stop the series expansion. After some algebra we arrive at,

J (2)

E(r, t)
=
ie2

ωV

∑
n

vnm−q vmnq

[
1

ω − En + Em + i0+
− 1
ω + En − Em + i0+

]
, (2.99)

where we have defined,

vmnq ≡ 〈Ψm|v̂q|Ψn〉. (2.100)

The result we have obtained is for zero temperature but is easily generalized to finite T if we use the

grand canonical ensemble. Combining Eq. (2.97) and Eq. (2.99) we find for the optical conductivity,

σα,α(q, ω) =
iNe2

mV ω
+
ie2

V ω

∑
n,m 6=n

eβ(Ω−En)

[
vnmα,q v

mn
α,−q

ω − ωmn + iη
−

vnmα,−qv
mn
α,q

ω + ωmn + iη

]
, (2.101)

where we have defined ωmn ≡ Em−En. The optical conductivity consists now of three contributions:

the diamagnetic term followed by a contribution to positive frequencies and a contribution to negative

frequencies. We note that in general σα,α(q, ω) is a tensor as indicated by the α subscripts. We further

note that the diamagnetic term does not give a real contribution to the conductivity. This term gives a

δ-function contribution at zero frequency and this is exactly canceled by a delta function in the second

part. This can be seen by using the fact that for every n we have the following relationship,∑
n,m 6=n

vnmα,q v
mn
α,−q

ωmn
=

N

2m
. (2.102)
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So we can rewrite Eq. (2.101) as,

σα,α(q, ω) =
ie2

V

∑
n,m 6=n

eβ(Ω−En)

ωmn

[
vnmα,q v

mn
α,−q

ω − ωmn + iη
+

vnmα,−qv
mn
α,q

ω + ωmn + iη

]
, (2.103)

From here on we take the limit q → 0 and define a generalized oscillator strength Ωmn as,

Ω2
mn ≡

8πe2eβ(Ω−En)|vnmα |2

ωmnV
. (2.104)

With this definition we are lead to the Drude-Lorentz expansion of the optical conductivity,

σα,α(ω) =
iω

4π

∑
n,m 6=n

Ω2
mn

ω(ω + iγmn)− ω2
mn

. (2.105)

2.4.2 Sum Rules

Sum rules play an important role in optics. Using the equations of the previous section we derive the

Thomas-Reich-Kuhn sum rule also known as the f-sum rule. The f-sum rule states that, apart from

some constants, the area under σ1 is proportional to the number of electrons and inversely proportional

to their mass. This can be shown as follows: integrating Eq. (2.105) we have,

Re

∞∫
−∞

σ (ω) dω =
1
4

∑
n,m 6=n

Ω2
mn
. (2.106)

Using the expression for Ωmn, Eq. (2.104), and expression (2.102) we can rewrite the sum on the right

hand side as, ∑
n,m 6=n

Ω2
mn

=
4πe2N

mV

∑
n

eβ(Ω−En) =
4πe2N

mV
. (2.107)

So the f-sum rule states that, ∫ ∞
−∞

σ1(ω)dω =
πe2N

mV
, (2.108)

as promised. This is the full universal sum rule. It is often rewritten as an integral over positive

frequencies only and using the definition of the plasma frequency ωp,

ω2
p ≡

4πe2N

mV
, (2.109)

as, ∫ ∞
0

σ1(ω)dω =
ω2
p

8
. (2.110)

We can also define partial sum rules, i.e. sum rules where we integrate up to a certain frequency cutoff

Ωc. In such a case the sum rule is not universal (this means for instance that the value of this sum rule
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Figure 2.16: Effective number of carriers neff (Ωc) as a function of cutoff frequency Ωc for Al. Figure
adapted from [51].

can depend on temperature) and we can now define a plasma frequency that depends on the chosen

cutoff frequency,

ω2
p,valence ≡

4πe2

m
neff (Ωc). (2.111)

A nice example of the application of the partial sum rule is shown in figure 2.16. Here the partial

sum rule is applied to the optical conductivity of aluminum [51]. Here the effective number of carriers

contributing to the sum rule is plotted as a function of Ωc. neff (Ωc) slowly increases to a value of

roughly three around 50 eV. This means that as we increase the cutoff from zero to 50 eV we are slowly

integrating over the intraband transitions and when we reach a value of 50 eV we have integrated over

all transitions involving the three valence electrons. For higher energies the interband transitions start

to contribute with a sharp onset near 80 eV. Finally at 104 eV the sum rule saturates at 13 electrons,

the total number of electrons of aluminum.

Figure 2.17: Optical conductivity of Bi-2212 at Tc and below. The difference in area between the two
curves is an estimate of the superfluid density.
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Another application of sum rules can be found in superconductors. In a superconductor the elec-

trons form a superfluid condensate. This condensate shows up in the optical conductivity as a delta

function at zero frequency (it contributes a diamagnetic term as in Eq. (2.101)). At the same time a

gap opens up in low frequency part of the spectrum where the optical conductivity is (close to) zero,

see figure 2.17. In the normal state the system is usually metallic and characterized by a Drude peak.

In optical experiments we cannot measure the zero frequency response and so we cannot directly mea-

sure the spectral weight ω2
p,s of the condensate. However, using sum rules we can estimate its spectral

weight because the total spectral weight has to remain constant. This is summarized in the Ferrel-

Glover-Tinkham (FGT) sum rule [52], which states that the difference in spectral weight between the

optical conductivity in the superconducting and normal state is precisely the spectral weight of the

condensate,

ωp,s(T )2 = 8

∞∫
0+

{σ(ω, Tc)− σ(ω, T )} dω. (2.112)

Note that we integrate here from 0+.

We will now derive expressions for the conductivity sum rule from a more microscopic point of

view [53]. To do that we return to the Kubo expression for the optical conductivity,

σ1 (ω) =
πe2

V
Tr 〈Ψn| v̂

δ
(
ω − Ĥ + En

)
Ĥ − En

+
δ
(
ω + Ĥ − En

)
Ĥ − En

 v̂ |Ψn〉 . (2.113)

The Hamiltonian in this expression is that of the system of interacting electrons without the interaction

of light. It represents the optical conductivity for the system in an arbitrary (ground or excited) many-

body state |Ψ〉. A peculiar point of this expression is that although the velocity operators create a

single electron-hole pair, due to the fact that the hamiltonian in the denominator of this expression still

contains the interactions between all particles in the system, the optical conductivity represents the

response from the full collective system of electrons. If we integrate this expression over frequency we

get,
∞∫
−∞

σ1 (ω) dω =
2πe2

V
Tr 〈Ψn| v̂

1
Ĥ − En

v̂ |Ψn〉 . (2.114)

We now take a closer look at the right-hand side of this expression. Remember that,

v̂ =
i

~

[
Ĥ, x̂

]
. (2.115)

Using the commutator we can rewrite,

− 2i~v̂
1

Ĥ − En
v̂ =

(
Ĥx̂− x̂Ĥ

) 1
Ĥ − En

v̂ + v̂
1

Ĥ − En

(
Ĥx̂− x̂Ĥ

)
. (2.116)
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Inserting this back into Eq. (2.114) we find after some rearranging

∞∫
−∞

σ1 (ω) dω =
iπe2

~V
〈[v̂, x̂]〉 , (2.117)

where 〈...〉 stands for the trace over all many-body states. Here we have used that,

x̂Ĥ
1

Ĥ − En
v̂ = x̂

(
Ĥ − En

) 1
Ĥ − En

v̂ + x̂En
1

Ĥ − En
v̂ = x̂v̂ + x̂En

1
Ĥ − En

v̂, (2.118)

and the fact that Ĥ|Ψn〉 = En|Ψn〉. We can now obtain different expressions for the sum rule by

working out the commutator on the right-hand side of Eq. (2.117) based on different model assump-

tions. In table 2.2 we summarize some results. The sum rule for band electrons is in practice the most

Free electrons [v̂, x̂] = ~
im

∑
kσ

n̂kσ

Band electrons [v̂, x̂] = ~
im

∑
kσ

n̂kσ[v̂, x̂] = ~
i

∑
kσ

∂2εkσ
∂k2 n̂kσ

N.N. [v̂, x̂] = −~a2

i

∑
kσ

εkσn̂kσ

Table 2.2: Expressions for the commutator in Eq. (2.117) for three different cases. N.N. stands for Nearest
Neighbors tight binding model

useful. Suppose that we have a system with only a single reasonably well isolated band around the

Fermi level that can be approximated by a tight binding dispersion εk = −t cos (ka). In that case we

find an interesting relation,

Ωc∫
0

σ1(ω, T )dω = −πe
2a2

2~2V

∑
k,σ

〈n̂kσεk〉T = −πe
2a2

2~2V
Ekin(T ). (2.119)

This sum rule states that by measuring the optical spectral weight we are in fact measuring the kinetic

energy of the charge carriers contributing to the optical conductivity. In real systems this relation only

holds approximately: usually there are other bands lying nearby and the integral on the left contains

contributions from these as well. Often the bands are described by more complicated dispersion rela-

tions in which case the relation ∂2εk/∂k
2 = −εk does not hold. We can make some other observations

from the sum rule for band electrons. Suppose again we have a single empty cosine like band (it is

only necessary that the band is symmetric but it simplifies the discussion) at T = 0. Since the band

is empty, the spectral weight is equal to zero. If we start adding electrons the spectral weight starts

to increase until we reach half-filling. If we add more electrons the spectral weight will start to de-

crease again because the second derivative becomes negative for k > π/2a. If we completely fill the

band the contributions from k > π/2a will precisely cancel the contributions from k < π/2a and the
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spectral weight is again zero. Now consider what happens if we have a half-filled band and start to

increase the temperature. Due to the smearing of the Fermi-Dirac distribution higher energy states will

get occupied leaving behind lower energy empty states. The result of this is that the spectral weight

starts to decrease. One can show using the Summerfeld expansion that the spectral weight follows

a T 2 temperature dependence. In the extreme limit of T → ∞ something remarkable happens: the

Fermi-Dirac distribution is 1/2 everywhere and the electrons are equally spread out over the band. The

metal has become an insulator!

2.4.3 Applications of sum rules to superconductors

Before we have a look at some applications of sum rules to superconductors we first summarize some

results from BCS theory. We want to apply our ideas to cuprate superconductors so we use a modified

version from the original theory to include the possibility of d-wave superconductivity. In other words

we suppose that there is some attractive interaction between the electrons that has a momentum depen-

dence. The energy difference between the normal and superconducting state due to interactions can be

written as [54],

〈Ĥ int
s 〉 − 〈Ĥ int

s 〉 =
∫
d3rg(r)V (r) =

∑
k

gkVk, (2.120)

where g(r) and gk are the pair correlation function and its fourier transform respectively. We can find

Figure 2.18: Real and momentum space picture of the correlation functions g(r) and gk. Figure adapted
from [54].
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Figure 2.19: Correlation energy and kinetic energy as a function of temperature for a d-wave BCS super-
conductor. Figure adapted from [54].

an expression for gk,

gk =
∑
q

∆q+k∆∗q
4Eq+kEq

. (2.121)

As usual,

Ek =
√

(εk − µ)2 + ∆2, (2.122)

and the temperature dependence of ∆k is given by,

∆k =
∑
q

Vq∆q

2Eq
tanh

(
Ek

2kbT

)
. (2.123)

We now use a set of parameters extracted from ARPES measurements to do some numerical simula-

tions. First of all we calculate gk and fourier transform it to obtain g(r). The results are shown in figure

2.18.

Although gk is not so illuminating g(r) is. This function is zero at the origin and strongly peaked

at the nearest neighbor sites. This is a manifestation of the d-wave symmetry. We also note that the

correlation function drops off very fast for sites removed further from the origin. In figure 2.19 we

show the results for a calculation of the correlation and kinetic energy using the parameters extracted

from ARPES measurements on Bi-2212. The kinetic energy is calculated from,

〈Ĥkin〉 =
∑
k

εk{1−
εk − µ
Ek

tanh
(

Ek
2kbT

)
}. (2.124)

We see that the kinetic energy increases in the superconducting state. This can be easily understood

by looking at what happens to the particle distribution function below Tc, as indicated in the left panel

of figure 2.20: when the system enters the superconducting state the area below the Fermi energy
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Figure 2.20: Left: Distribution function for the normal (Fermi liquid like) state and the superconducting
state. Right: Distribution function for a non-Fermi Liquid like state and the superconducting state.

decreases and the area above the Fermi energy increases thereby increasing the total kinetic energy

of the system. Nevertheless the total internal energy, which is the sum of the interaction energy and

the kinetic energy, decreases and this is of course why the system becomes superconducting. Now

let us take a look at what happens in the cuprates. In figure 2.21 we display the optical spectral

weight W (Ωc, T ) as a function of T 2 for Bi-2223. To compare this to the BCS kinetic energy we

have plotted here −W (Ωc, T ). This result is contrary to the expectation for BCS theory: the kinetic

energy decreases in the superconducting state. This experimental result, observed first by Molegraaf

et al. [45], has sparked a lot of interest both experimentally [55, 56, 46, 47, 50] and theoretically

[57, 58, 59, 60, 61, 62, 54, 63, 64, 35, 65, 66, 67, 68, 69, 70, 71]. At first it was believed that this

observation indicated a lowering of kinetic energy at the superconducting transition. Roughly speaking

Figure 2.21: Temperature dependent spectral weight of Bi-2223. Data taken from ref. [47].
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the effect arises due to the "strangeness" of the normal state (right panel figure 2.20). It is well known

that the normal state of the cuprates shows non Fermi-liquid behavior. So if the distribution function

in the normal state does not show the characteristic step at the Fermi energy but is rather a broadened

function of momentum it is very well possible that the argument we made for the increase of the

kinetic energy above is reversed. The spectral weight analysis has been carried out for several samples

[45, 46, 47, 50]. In section 3.11 we will discuss this analysis in much more detail for Hg1201. Here

we summarize the results for all samples studied in figure 2.22, where the superconductivity induced

change in spectral weight is plotted. Underdoped and optimally doped samples generally show a kinetic

energy change that points in the direction of kinetic energy saving, while overdoped samples show the

opposite effect. DMFT calculations of the Hubbard model can reproduce the effect of a change of

Figure 2.22: Doping dependence of spectral weight transfer at Tc .

spectral weight at the superconducting transition [64]. However, the temperature dependence of the

spectral weight in these calculations is somewhat different from that observed in experiment (see fig

8a in Ref. [46]). In chapter 6 we will study the temperature dependence of the optical spectral weight

in a model where the electrons interact through the exchange of bosons.

2.4.4 Extended Drude formalism

We have already encountered the Drude formula for the optical conductivity of a metal (see section

2.2.4). Even though this model is based on a classical gas of non-interacting particles it describes

amazingly well the optical properties of a good metal. This is even more surprising if one realizes that

in a metal electrons reside in bands and that the transitions we are making with photons are vertical

due to the negligible photon momentum. So from the band picture point of view, when we consider a

single band of electrons interacting with photons we should expect a single delta function at the origin.

The reason that a broadened peak is observed, is because we have neglected the other interactions in
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the system. Electrons in solids interact with impurities, the lattice vibrations and/or other collective

modes. Due to the electron-phonon interaction for instance we can have processes where a photon

creates an electron-hole pair in which the electron "shakes off" a phonon. In this process the phonon

can carry away a much larger momentum then originally provided by the photon. Due to this effect we

can have phonon-assisted transitions which give a width 1/τ to the delta function. This width is called

the scattering rate. If the interactions are inelastic, as in the interactions with impurities, this scattering

rate is just a constant. Otherwise, this scattering rate can depend on frequency. However, if we define

the scattering rate in Eq. (2.57) to be frequency dependent, 1/τ ≡ 1/τ(ω), the KK-relations force us

to introduce a frequency dependent effective mass as well. This leads to the generalized or extended

Drude formalism [72]. The optical conductivity is written as,

σ (ω) =
ne2/m

τ−1(ω)−iωm ∗ (ω)/m
. (2.125)

Having measured a conductivity spectrum we can invert these equations to calculate 1/τ(ω) orm∗(ω)/m

via,

τ−1(ω) ≡ Re
ne2/m

σ (ω)
= Σ′′opt(ω), (2.126)

and
m∗(ω)
m

≡ Im
−ne2/m

ωσ (ω)
= 1 +

Σ′opt(ω)
ω

. (2.127)

In the last equality of these equations we have defined an optical self-energy. Note that this quantity is

not equivalent to the self-energy used in the context of Green’s functions. We can rewrite the optical

conductivity in terms of Σopt(ω) as,

σ (ω) =
ω2
p

4π
i

ω + Σopt (ω)
. (2.128)

where we introduced the plasma frequency ωp . In the absence of interactions of the electrons with

impurities, the lattice or themselves the response of the electron gas to an applied alternating electric

field is purely reactive and the real part of the conductivity is characterized by a zero frequency delta

function. In the case of impurity scattering Σopt(ω) is simply given by

Σopt (ω) = i/τ0, (2.129)

so that 1/τ(ω) = 1/τ0 and m ∗ (ω)/m = 1, retrieving the standard Drude result. If dissipation can

occur by other interactions, like the electron-phonon interaction, Σopt(ω) can have more complicated

frequency dependencies as we will see in chapter 5.

Although Σopt(ω) is simply related to the real and imaginary parts of 1/σ(ω), there is a subtlety that

one has to consider to reliably extract it from experimental data. This is best illustrated by expressing
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Σopt(ω) in terms of the dielectric function ε(ω) = ε1(ω) + iε2(ω):

Σ′opt =
ω2
p

ω

ε∞,IR − ε1(ω)
[ε∞,IR − ε1(ω)]2 + ε22(ω)

− ω. (2.130)

and

Σ′′opt =
ω2
p

ω

ε2(ω)
[ε∞,IR − ε1(ω)]2 + ε22(ω)

(2.131)

Here ε∞,IR is the contribution to the dielectric function in the infrared arising from interband tran-

sitions which should not be taken into account in the single component approach. The subtlety is

therefore in the choice of ε∞,IR and ωp. The choice of ε∞,IR is not so important at low energies where

|ε1| � ε∞,IR but becomes important at higher energies. For example, early studies of the cuprates in-

dicated that the scattering rate was linear in frequency up to energies as high as 1 eV [73], but if ε∞,IR
is chosen as below the scattering rate starts to show signs of saturation already around 0.5 eV [74]. In

our analysis we adopt the following convention: ε∞,IR = ε∞ +
∑

j Sj where the Sj = ω2
p,j/ω

2
0,j are

the oscillator strengths of the interband transitions obtained from a Drude-Lorentz fit and ωp is chosen

such that m∗(ω)/mb approaches unity at high energy (∼1 eV). If we consider only the contribution

of oxygen to the dielectric constant for the cuprates the polarizability is easily calculated using the

Clausius-Mossotti relation,

ε∞,IR ≈ 1 +
4πNα/V

1− 4π
3 Nα/V

= 1 +
α0

1− γα0
(2.132)

where N is the number of oxygens per unit cell, V is the unit cell volume and α is the polarizability

of the oxygen atoms. In the second equality we have defined α0 ≡ 4πNα/V . The factor γ =

1/3 appearing in the denominator is a geometrical factor for a cubic crystal structure which we keep

for simplicity. For O2− the ionic polarizability α ≈3.88·10−24 cm3. Using unit cell parameters for

HgBa2CuO4+δ of a× b× c = 3.85 × 3.85 × 9.5 Ȧ and 4 oxygen atoms per unit cell we find ε∞,IR ≈
3.56, which is fortuitously close to the estimate of 3.6 obtained from experiment in view of the lesser

agreement for Bi2Sr2CuO6+δ , Bi2Sr2CaCu2O8+δ andBi2Sr2Ca2Cu3O10+δ . For optimally doped Bi-

2201, Bi-2212 and Bi-2223 we use a× b× c = 5.4× 5.4× 24.6 Ȧ, a× b× c = 5.4× 5.4× 30.8 Ȧ and

a× b× c = 5.4 × 5.4 × 37.1 Ȧ respectively. These are the cell parameters corresponding to 4 formula

units, i.e. N = 24, N = 32 and N = 40 oxygens respectively. This yields ε∞,IR ≈ 4.58, ε∞,IR ≈
5.16 and ε∞,IR ≈ 5.52. As these values seem to anti-correlate with the estimated experimental values

ε∞,IR ≈ 4.9 for Bi-2201, ε∞,IR ≈ 4.5 for Bi-2212 [74] and ε∞,IR ≈ 4.1 for Bi-2223 the above used

picture is probably a bit too simplified. Nevertheless, both experiments and theory suggest ε∞,IR ≈ 4

- 5.
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Chapter 3
Optical spectroscopy of high-Tc
superconductors: HgBa2CuO4+δ.

3.1 Introduction

We now focus on experimental results obtained from optical probes of high-Tc superconductors. The

first section of this chapter discusses some general experimental details. The rest of the chapter dis-

cusses the optical and thermodynamic properties of Hg-1201. These results have been published in

[50].

3.2 Experimental details

In the previous chapter we gave a broad overview of optical spectroscopic techniques, so we can

suffice here with a brief summary of technical details concerning the experiments. Although the basic

idea is simple, measuring optical spectra with a temperature interval of 2K with good statistics and

reliable temperature dependencies is quite complicated. There are many factors that can influence the

final results. As with all experimental techniques, experience and careful checking of results while the

experiments are in progress, and sometimes a bit of luck, are requirements for success. In the following

we discuss the equipment necessary for the experiments discussed in this thesis.

Temperature dependent experiments are performed in cryostats that are specially adapted to keep

the sample position fixed during thermal cycling. Temperature is regulated by a controller with a fixed

sweep rate to ensure that spectra are collected equidistant in temperature.

Far-infrared experiments are carried out at pressures of about p ≈ 10−6 mbar while the mid-

infrared and ellipsometry experiments are carried out under ultra high vacuum conditions with p ≈
10−9 mbar. Bi-2201 samples are freshly cleaved just before being inserted into the cryostat, while the
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Hg-1201 sample was polished (see section 3.4. For each sample we collected reflectivity spectra and

the dielectric function between 10 K and 300 K with a temperature interval of 2 K.

We use a Fourier Transform Infrared spectrometer for IR reflection experiments in the range 3 meV

to 750 meV. The reference for the reflection measurements is taken on a gold film deposited in-situ on

the sample. The infrared range is covered with three detectors. In the far infrared (FIR) we use a

bolometer that covers two ranges : 20 - 80 cm−1 and 35 - 670 cm−1. The first range can be accessed

by pumping on the 4He dewar that cools the detector element. At low enough pressure 4He undergoes

a transition into a superfluid state. The lower temperature increases the sensitivity in the very far IR as

it reduces thermal excitation of charge carriers over the band gap in the silicon chip. The second range

is the normal mode of operation of the bolometer. One typically uses a He - gas arc lamp as source in

this frequency range although a Globar gives an equal intensity above 100 cm−1. If properly prepared,

a single filling with liquid 4He allows one to take spectra for up to 14 hours while pumping or up to

26 hours when not pumping. An experiment in which we cool down slowly, followed by warming up

slowly again while continuously acquiring spectra takes about 6 hours. So, in the best scenario we can

make two runs while measuring spectra taken on the sample, followed by two runs taking spectra after

depositing a gold film on the sample. This is preferred over a single measurement on either sample

or gold since this allows us to detect whether there are problems related to drift in the detector. Drift

can arise for several reasons. First, changes in room temperature and pressure in principle affect the

performance of the entire spectrometer. Second, problems with the vacuum of the shielding dewar or

electronics can cause additional drift in the detector. There are other issues that can cause systematic

errors in the measured temperature dependence that are external to the detectors. When cooling down

the copper piece connecting the cold finger of the cryostat to the sample can contract by as much as a

few millimeters. In principle this contraction is absorbed by a flexible copper braid, while the sample

itself is held in position by a steel wire. With to little tension on the steel wire the sample may move

during thermal cycling. Another problem can occur when the vacuum at the sample position is to low.

This can cause absorbtion of remaining gases in the cryostat on the sample surface which may affect

the reflection coefficient of the sample. This caused particular problems in the experiments on Hg-1201

discussed below.

The second detector we use is an MCT detector that is cooled with liquid nitrogen. It covers the

range 900 - 6000 cm−1 and is used in conjunction with a Globar source. The time during which the

detector is cold (the lifetime) is much shorter: around 14 hours. The precise lifetime depends strongly

on the vacuum of the shielding dewar. During the first two hours after filling the dewar the response

of the detector is strongly time dependent and basically useless for experiments. It can be used if

sample and reference measurement are taken quickly after one another. Otherwise, one has to wait

for a period of 2.5 hours before starting experiments. This means that there is just enough time to do
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one run on the sample and one on the deposited gold film. Since this is not very reliable and does not

allow for testing the temperature dependence between several runs, a better method is to make only

one run and then refill the dewar with nitrogen. We can take several measurements on the sample. If

enough statistics is obtained on the temperature dependence of the sample, we take one final spectrum

at room temperature, and then evaporate a layer of gold on the sample, followed by taking another

spectrum. The spectrum before and after gold evaporation should be taken as quickly as possible to

minimize drift. These two spectra will are used as reference for all the other measurements. If the

vacuum shielding was well pumped and tight this is a very stable way to measure many runs as long

as the detector is kept cold. The mid infrared data of Hg-1201 was obtained in this way. A total of 17

runs were made on sample and gold. This comprehensive set of experiments allowed us to determine

the effect of absorption due to a thin layer of dirt that formed at low temperature on the sample surface

(see also section 3.11).

Finally we used a DTGS detector in the range 400 - 6000 cm−1. This detector is not cooled and

therefore noisier than the other detectors. On the other hand, since there is no limit to the time one

can take spectra one can make up for this by measuring for a longer time. In particular for larger

samples this is a very powerful detector and preferable over the MCT. Moreover, it does not suffer

from non-linearities in the response like the MCT.

Apart from the detectors each spectral range requires its own beamsplitter. The first is a multi-layer

mylar beamsplitter which can be used in the range 35 - 670 cm−1. The second beamsplitter consists of

a thin Ge film supported by a KBr substrate. This one gives access to the range 370 - 7800 cm−1.

We use a commercial Woolam spectrometer for ellipsometric measurements in the energy range

0.75 - 6 eV. This setup consists of a Xenon arc lamp followed by a monochromator. The light is then

coupled into a fiber which ends at one arm of the ellipsometer. Here the light first passes through a

polarizer that linearly polarizes the light. The ellipsometer itself consists of two rotatable arms with

a central rotation axis. The sample is mounted on a holder or in a cryostat and has to be carefully

mounted so that the sample surface coincides with the rotation axis of the two arms. If this is not the

case, light will either not reach the detector or otherwise a mistake is made in the determination of the

angle of incidence. The light reflected from the sample surface passes through a rotating polarizer (the

analyzer) and then hits the detector.

The intensity is recorded as function of analyzer position. The resulting signals can be directly

converted to the angles Ψ and ∆ introduced in section 2.3.4.

3.3 HgBa2CuO4+δ

The determination of the generic properties of high Tc superconductors has often been complicated by

material and crystallographic issues. Examples are the structural distortion in Bi-2201, bi-layer split-
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Figure 3.1: Crystal structure of HgBa2CuO4+δ . The red atom indicates the position of the O(3) atom that
acts as dopant. Adapted from [75].

ting of the electronic bands due to multiple copper-oxygen sheets per unit cell and the copper-oxygen

chains present in YBCO. In order to obtain information on the phenomenon of superconductivity in

the high Tc cuprates that is free from these complications one would like to study the simplest possi-

ble structure. The mercury based cuprates with their simple tetragonal structure (see Fig. 3.1) and in

particular Hg1201, with only one copper-oxygen sheet per unit cell and the highest Tc (≈97 K) of the

single layer compounds, seem to be good candidates to achieve this goal. Moreover the critical tem-

peratures of these compounds are the highest obtained to date. There are however some indications for

intrinsic disorder in the Hg-O layer due to oxygen and mercury deficiencies [76, 75]. These systems

have not been as extensively studied as other families because until recently sizeable single crystals

were lacking. The group of Greven at Stanford has succeeded in growing large single crystals [76]. As

grown samples are underdoped with a critical temperature of Tc ≈ 78 K. Subsequently annealing these

crystals in an oxygen atmosphere allows one to cover a wide doping range from strongly underdoped

to overdoped. Typical susceptibility measurements of an as-grown and an annealed sample are shown

in figure 3.2a.

Figure 3.2b shows the resistivity for these samples scaled to room temperature. The absolute value

of the resistivity is difficult to determine due to the irregular sample shape. The as-grown sample

is underdoped and indicates a pseudogap temperature around 280 K. This pseudogap temperature is

determined as the temperature where the resistivity departs from linear behavior. This is more clearly

visible from the resistivity measurements up to 400 K, see [75]. The optimally doped sample does not

show an indication for a pseudogap temperature scale. These crystals have subsequently been studied

with resonant inelastic x-ray scattering [77], ARPES [78] and recently inelastic neutron scattering [28].
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Figure 3.2: (a): Magnetic susceptibility and (b): resistivity measurements on as grown and annealed
samples of Hg1201. Fig. (a) is adapted from [76]. The data in figure (b) was courteously provided by
Barisic and Greven [75].

Before showing the results from these studies we now first discuss the optical experiments.

3.4 Sample

The sample used for the in-plane measurements is oriented with its largest surface along the a-b plane

with dimensions of 1.1×1.4×0.5 mm3. Magnetic susceptibility measurements give a critical temper-

ature Tc ≈ 97 K with a somewhat broadened transition width of 5 K. The misorientation of crystallites

is about 0.04◦ [76]. Hg-1201 is highly hygroscopic and does not cleave naturally along the ab-plane.

Therefore we polished the sample with a 0.1 µm diamond abrasive in a pure nitrogen atmosphere

before inserting it into the cryostat.

3.5 Reflectivity experiments

Figure 3.3 shows the in-plane reflectivity Rab(ω) for selected temperatures. The reflectivity curves

above 6000 cm−1 have been calculated from the dielectric function. Also shown is the reflectivity

calculated from the pseudo dielectric function (see below). In addition, the c-axis reflectivity Rc(ω)

was measured on the ac-plane of a different sample from 30 to 20000 cm−1 by C.C. Homes. Figure

3.4a shows the c-axis reflectivity for selected temperatures. The c-axis optical conductivity is obtained

from a Kramers-Kronig (KK) transformation and is shown in figure 3.4b. In table 3.1 the oscillator

parameters for the 5 phonon lines are summarized. From a simple counting of atoms 8 phonon modes

are expected of which only four should be infrared active. Comparing with other cuprates we attribute

the first two phonon lines to Hg and Ba vibrations, the mode at 355 cm−1 to vibration of the in-plane

oxygens and the highest mode at 622 cm−1 with the vibration of the apical oxygen mode. The fact that

this mode is split indicates that there is some oxygen disorder present. The additional weak structure

seen between 200 cm−1 and 300 cm−1 is probably also due to disorder. Below Tc a Josephson plasma
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Figure 3.3: In-plane reflectivity for selected
temperatures. The reflectivity above 6000
cm−1 has been calculated from the measured
dielectric function. The thin red curve is the
reflectivity at room temperature calculated
from the pseudo dielectric function. The in-
set shows the far infrared reflectivity.

Figure 3.4: (a): Far infrared c-axis
reflectivity at selected temperatures.
Also shown is the in-plane reflectiv-
ity at 20 K measured with (red) and
without polarizer (black). (b): The c-
axis optical conductivity σ1(ω). The
temperatures are the same in all pan-
els and are indicated in the inset in fig
3.4b.

edge appears that shifts with temperature to a maximum of around 70 cm−1 for the lowest measured

temperature of 10 K.

A disadvantage of using a cut and polished surface as compared to a naturally cleaved one is the

possible occurrence of a misorientation of the crystal axes relative to the sample surface. This results

in the appearance of c-axis spectral features in the in-plane reflectivity spectra [79]. In figure 3.4a,

Rab measured with unpolarized light is shown. A comparison with Rc suggests that these features

correspond to c-axis phonons. Also shown is a spectrum where a polarizer was oriented such that

the spectral features observed in the first spectrum are minimized. Using the model of Ref. [79] the

misorientation is estimated to be of the order of 3◦. In order to suppress the c-axis phonon features in

Rab(ω), light polarized along the intersection of sample surface and ab-plane is used for the in-plane

measurements. The features are not completely suppressed however, likely due to the finite angle of

incidence (8◦). This shows up in the optical conductivity and the extended Drude analysis below.
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Another experimental issue is related to the absolute value of the in-plane reflectivity at low fre-

quencies. In a metal for frequencies ω � 1/τ one can use the Hagen-Rubens approximation [41] to

describe the reflectance:

R(ω) ' 1− 2
(

2ω
πσ0

)1/2

. (3.1)

Here σ0 is the dc conductivity. This is also expected to approximately hold for cuprates in the normal

state and this approximation is frequently used to perform KK transformations of reflectivity spectra.

In figure 3.5 the in-plane reflectivity plotted versus (ω/2πc)1/2 is shown for four different temperatures

Figure 3.5: Reflectivity plotted versus (ω/2πc)1/2 and the fitted extrapolations (dashed) to zero frequency.

in the normal state. The extrapolations have been obtained by fitting Eq. 3.1 to the spectra between 100

cm−1 and 300 cm−1. One can see that the reflectivity extrapolates to ≈ 0.97 instead of 1 for ω → 0.

Since the curves all extrapolate to approximately the same value the difference is presumably due to

the presence of a non-conducting secondary phase. From the fits we extracted the dc conductivity

and compared the temperature dependence to resistivity measurements [75]. These two measurements

correspond in absolute value and follow the same temperature dependence. However a problem arises

when we try to model Rab with a Drude-lorentz model. For temperatures below Tc the fits show no

sign of superconductivity. Instead of a delta function or very narrow Drude like contribution we find a

rather broad Drude peak. Moreover the temperature dependence of the dc conductivity obtained from

the model does not correspond with the resistivity measurements. We find that if we scale the in-plane

reflectivity measurements upwards by 3% for all temperatures the dc conductivity extracted from the

model closely follows the dc resistivity measurements and the Drude peak below Tc is replaced by a

delta function.
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Figure 3.6: Dielectric function at selected temperatures corrected for the c-axis contribution using the
method explained in the text. The pseudo dielectric function at room temperature is indicated by the broken
thin red curves.

3.6 Ellipsometry

The ellipsometric measurements were performed with an angle of incidence of 60◦. Due to the large

angle of incidence the measured pseudo dielectric function has an admixture of the c-axis component.

The c-axis dielectric function derived from the c-axis reflectivity measurements was used to obtain

the true in-plane dielectric function εab(ω), by an inversion of the Fresnel equations. The uncorrected

dielectric function at room temperature and corrected dielectric function for several temperatures are

shown in figure 3.6. Measurements were also performed for angles of incidence of 65◦, 70◦ and 80◦

and no dependence of the corrected εab(ω) on the angle was found showing the consistency of this

procedure.

3.7 Optical conductivity

To extract the optical conductivity from the measured in-plane reflectivity and dielectric function a KK

constrained variational analysis is used [80]. First, Rab(ω) and εab(ω) are fitted simultaneously to a

standard Drude-Lorentz model of which the parameters are given in table 3.1 for the room temperature

spectra. Note that the last oscillator falls outside the measured spectral range. In a second step this

model is then refined using multi-oscillator variational dielectric functions that fit all spectral details of

Rab(ω) and εab(ω). This approach improves the determination of the high frequency optical conductiv-

ity because the measured dielectric function in the visible light region is used to anchor the unknown

phase of the reflectivity. The in-plane reflectivity measurements have been scaled upwards by 3% as

explained above.
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ε∞ ωo ωp Γ ωo ωp Γ

2.53 0 1.5 0.13 86 150 10
0.48 1.34 0.9 151 140 5
1.41 0.44 0.67 355 475 22
2.51 1.54 1.78 595 300 35
3.36 0.23 0.24 622 305 10
4.87 3.92 2.21

Table 3.1: Left: Oscillator parameters of the in-plane room temperature Drude-Lorentz model in eV (except
ε∞ which is dimensionless). Right: c-axis phonon parameters in cm−1

In figure 3.7 the optical conductivity is shown for selected temperatures. It displays many of

the features common to cuprates. At room temperature the low frequency spectrum is dominated

by a Drude like peak that narrows when temperature is decreased. Below Tc a partial gap opens up

followed by an onset in absorption that starts around 500 - 600 cm−1. This value for the onset is

comparable to optimally doped Bi-2212, YBCO and Tl-2201 [81] which all have approximately the

same critical temperature but very different crystal structures indicating that this onset originates in the

CuO2 planes. Above 0.5 eV the optical conductivity is only weakly temperature dependent. We find

evidence for at least three interband transitions with resonance energies of 1.41 eV, 2.51 eV and 3.36

eV. The latter two transitions have resonance energies close to resonances observed in the RIXS study

of Ref. [77]. Unfortunately, the c-axis contamination of the in-plane spectra prevents us from making

rigorous statements about any in-plane phonon features.

Figure 3.7: In-plane optical conductivity σ1(ω) for selected temperatures. The inset shows the low fre-
quency part on an expanded scale. Some sharp structures in the region below 700 cm−1 are due to the
remnants of the c-axis phonons.
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Figure 3.8: Difference of the specific heat data ∆C/T = (C(B,T) − C(14T,T))/T for a number of
magnetic fields B showing the anomaly at the superconducting transition.

3.8 Specific heat measurements

Specific-heat measurements have been performed in magnetic fields up to 14 T on a small piece broken

from the crystal used for the optical measurements with a mass of ∼700 µg. The magnetic fields used

in these measurements are oriented perpendicular to the Cu-O planes. Since the specific heat is a probe

of bulk thermodynamic properties the measurements confirm the bulk nature of the superconducting

transition. It also gives an estimate of the strength of thermal fluctuations and of the superconducting

condensation energy. A micro-relaxation calorimeter adapted to the small size of the crystal was used.

Data has been taken using a generalized long relaxation method as described elsewhere [82]. This

method gives a high precision in the determination of absolute values and a sensitivity comparable to

that of standard AC methods as used in previous publications on Hg-1201 [83]. The absolute error is

estimated as 5 % due to the mass of the thermal compound used to mount the small sample. This does

not enter into relative measurements when data taken in a magnetic field is used as a background. In

figure 3.8a we show two representative specific heat curves measured in fields of 0 T and 14 T. Figure

3.8b shows the difference ∆C/T between measurements taken in a field B and that taken in a field of

14 T in C/T . Due to the much higher upper critical field, subtracting data taken in a 14 T field does

not provide the exact compensation of the phonon background but helps to investigate the shape and

size of the anomaly. Note that the anomaly is only 0.4 % of the total specific heat and thus particularly

small as compared to other cuprate superconductors.
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Figure 3.9: The frequency dependent scattering rate and effective mass of Hg-1201. The small peak in
m∗(ω, T )/mb at ≈ 620 cm−1 for temperatures above Tc is due to the remnant phonon structure.

3.9 Extended Drude analysis

Figure 3.9 shows 1/τ(ω) and m∗(ω)/mb for selected temperatures derived from the optical conduc-

tivity as discussed in chapter 2.4.4. The scattering rate is strongly suppressed below 600 cm−1 for

temperatures below Tc indicative of the opening of a gap. ARPES measurements on Hg-1201 show a

maximum gap value of 30 meV, but there is some uncertainty in this value because no quasiparticle

peak is observed around the anti-nodal direction [78]. From the optical measurements it is difficult to

extract the gap value: simple s-wave BCS superconductors in the dirty limit show an onset in absorp-

tion associated with the superconducting gap at 2∆. This onset is shifted to 2∆ + Ωph, with Ωph a

phonon resonance energy, if the coupling to phonons is included. It has been suggested that the onset

seen in cuprates is shifted due to the interaction of the electrons with the magnetic resonance mode

[84] by Ωmr to 2∆ + Ωmr. The onset here is defined as the point where the rise in 1/τ(ω) is steepest.

This corresponds by KK relations to a maximum inm∗(ω)/mb. Using the values Ωmr ≈ 52±20 meV

[76] and ∆0 ≈ 30 ± 10 meV [78] we find 2∆ + Ωmr ≈ 110 ± 30 meV (900 ± 240 cm−1), which is
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Figure 3.10: Temperature dependence of 1/τ(ω, T ) and m∗(ω, T )/mb for selected energies. Both quanti-
ties show a clear departure from the normal state trend at Tc.

of the same order of magnitude as our experimental value of 80± 5 meV.

In figure 3.10 the temperature dependence of 1/τ(ω, T ) and m∗(ω, T )/mb is shown for selected

photon energies. In the normal state, the temperature dependence of 1/τ(ω, T ) for small photon ener-

gies is linear in temperature but this linearity is lost for photon energies larger than ~ω > 0.1 eV. The

scattering rate shows a sharp drop at Tc for all photon energies except in a narrow window between

95 and 140 meV where the scattering rate increases below Tc. It has a maximum increase around 110

meV. The temperature dependence of m∗(ω, T )/mb becomes roughly linear above ~ω > 0.1 eV and

shows an increase when the system becomes superconducting over most of the frequency range, except

below 55 meV where it decreases.

3.10 Superfluid density

The in-plane condensate strength ρs = ω2
p,s is determined in two ways. The first method is to fit the

low temperature spectrum with a Drude-Lorentz model. In such a model the superfluid density is rep-

resented by a δ-peak at zero frequency with strength ω2
p,s. The value obtained from this method is ωp,s

= 9600± 400 cm−1 (1.2±0.05 eV). The error bar on this quantity is determined by shifting the reflec-
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Figure 3.11: −ω2ε1(ω) plotted at 20 K and 200 K . Extrapolating the 20 K curve to ω = 0 agrees with the
value ωp,s = 9600 ± 400 cm−1 found from the Drude-Lorentz fit of the spectrum indicated by the square
at ω= 0.

tivity up and down by 1 % and observing the subsequent change in ωp,s. The corresponding values for

Bi-2212 [45] and Bi-2223 [47] are ωp,s = 9500 cm−1 and ωp,s = 10300 cm−1 respectively. The second

method relies on the assumption that the real part of the dielectric function in the superconducting state

is dominated at low frequencies by the superfluid density,

ε1(ω) ≈ −
ω2
p,s

ω2
(3.2)

Since ε1(ω) has been determined in a model independent way this result is more reliable. In figure

3.11 the function −ω2ε1(ω) is shown. The extrapolation to zero frequency of this function matches

well with the value obtained with the Drude-Lorentz fit. It is interesting to use the value for ωp,s

extracted from the in-plane measurements and from c-axis measurements to check the scaling relation

ρs ∝ σdcTc [85]. This has already been done for the c-axis measurements in Ref. [85]. From a

Drude-Lorentz fit to the c-axis data a value of ωp,s ≈ 290 ± 10 cm−2 is found, more than a factor

of 30 different from the in-plane value. At the same time from an extrapolation ω → 0 we find

σ1,c(ω → 0, T ' Tc) ≈ 7 Ω−1cm−1 for the c-axis and σ1,ab(ω → 0, T ' Tc) ≈8300 Ω−1cm−1.

Put together we find Nc ' 4.6σdcTc and Nab ' 4.3σdcTc in good agreement with the scaling trend

observed in Ref. [85].
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3.11 Low frequency spectral weight

In recent years there has been a lot of interest in the temperature dependence of the low frequency

integrated spectral weight,

W (Ωc, T ) =
∫ Ωc

0
σ1(ω, T )dω ≈ πe2a2

2~2V
< −T̂ >, (3.3)

where a is the in-plane lattice constant, V the unit cell volume and T̂ the kinetic energy operator. Ωc is a

cut off frequency chosen to approximately separate the intraband and interband transitions. In a nearest

neighbor tight binding model the relation between W(Ωc,T) and < −T̂ > is exact. More recently it

has been shown that this relation still holds approximately in the doping range under consideration

[86]. As discussed in section 2.4.3, the observation that in the cuprates there is a superconductivity

induced increase of spectral weight contrary to expectations from BCS theory has sparked a lot of

interest. A qualitative indication of the superconductivity induced changes of low frequency spectral

weight can be obtained from the dielectric function measured directly with ellipsometry. This can be

done by monitoring the shift of the screened plasma frequency ω∗p = ωp/
√
ε∞, i.e the frequency for

which ε1 (ω) = 0, with temperature. Although it gives a first indication, it does not give a definite

answer since ω∗p can be influenced by other factors, for instance the temperature dependence of the

interband transitions. In figure 3.12, ω∗p is plotted versus T 2. The screened plasma frequency shows

an extra blueshift below Tc, suggesting an increase of the low frequency spectral weight. Note that the

absolute value of ω∗p(≈ 7300 cm−1 at room temperature) is smaller than the one observed for optimally

doped Bi-2212 [45] (≈ 7600 cm−1) and Bi-2223 [47] (≈ 8100 cm−1) which can be related to a smaller

volume density of CuO2 planes. In contrast to earlier observations ω∗p shows a deviation from the T 2

behavior already in the normal state.

Figure 3.12: Screened plasma frequency ω∗p versus T2. The relative error bars on this quantity are compa-
rable to the size of the points. The inset shows the derivative.
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Figure 3.13: Integrated spectral weight for a cut off Ωc = 1 eV. The error bar indicates the estimated error
due to the extrapolations used.

To calculate the integral in Eq. 3.3 one formally has to integrate from ω = 0. Therefore to do the

integration one has to rely on an extrapolation of the reflectivity to zero frequency. It has recently been

shown that the superconductivity induced increase of spectral weight and absolute value of W (Ωc, T )

are rather insensitive to this extrapolation, provided one also uses the information contained in σ2(ω, T )

[47, 87]. Figure 3.13 shows the integrated spectral weight using Eq. 3.3 with the cut off Ωc = 1 eV.

One would like to choose Ωc such that it separates the free carrier response from the bound charge

response. This is strictly speaking not possible because in most cuprates the two regions overlap.

Therefore the cut off is chosen in a region where the superconductivity induced change of spectral

weight is more or less constant (figure 3.15c). In chapter 6 we will have more to say on the temperature

dependence introduced by choosing a finite cutoff. By extrapolating the normal state trend to T = 0,

the superconductivity induced increase of spectral weight is estimated to be ∆W ≈ 1.5± 1 · 104 Ω−1

cm−2 which is 0.5 % of the total spectral weight. A remark has to be made here on the temperature

dependence of W (Ωc, T ). The temperature dependent reflectivity measurements show a hysteresis

between curves measured cooling down and curves measured warming up for frequencies between

3000 cm−1 and 7000 cm−1. This hysteresis is probably caused by a small amount of gas absorption on

the sample surface. This has the effect of suppressing the reflectivity in this range below 150 K with a

maximum suppression at 20 K of about 0.5 %. This trend was not observed in the ellipsometric data in

the region of overlap. The upward kink at Tc is not affected by this, but the deviation from T 2 behavior

below 150 K could be a result of this. Note that W (Ωc, T ) closely follows ω∗p(T ), so the temperature

dependence of W (Ωc, T ) is probably not too much affected. In several other cuprates the temperature

dependence of the normal state optical spectral weight is quadratic. Here we observe this quadratic

temperature dependence only for temperatures higher than 170 K. The coefficient of this quadratic part
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has been observed to be unexpectedly large and was initially believed to be due to correlation effects

[65]. In chapter 6 we show that this coefficient can be understood to arise from a cutoff effect. There

we also show that within the same model the quadratic temperature dependence is only approximate.

To compare the superconductivity induced increase of W (Ωc, T ) to other compounds we express ∆W

in meV/Cu. We find ∆W ≈0.5 meV/Cu. This is a factor of 2 smaller than observed for Bi-2212 [45]

and a factor of 4 smaller than the one for Bi-2223 [47].

Figure 3.14: Temperature dependencies of the in-plane reflectivity and dielectric function for selected
energies. The dashed lines indicate Tc.

In order to separate the superconductivity induced changes from the temperature dependence of the

normal state it is necessary to measure the changes in the optical constants as a function of temperature.

Because the superconducting transition is second order, the superconductivity induced changes appear

as a kink at Tc as can be seen in figure 3.14. A determination of the superconductivity induced spectral

weight transfer by analysis of slope changes at Tc is more reliable since this method is much less

sensitive to systematic errors in the absolute value of reflectivity. The details of this analysis are

explained in Ref. [56]. The slope change at Tc for any optical quantity f(ω,T) is defined as [56],

∆sf(ω) =
(
∂f(ω, T )
∂T

)
Tc+δ

−
(
∂f(ω, T )
∂T

)
Tc−δ

. (3.4)
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Figure 3.15: Spectral dependence of (a): ∆sR (squares), (b): ∆sε1,2 (squares). Solid lines in (a) and (b)
are the fits of the ∆sR and ∆sε1,2 spectra. The inset in (a) shows the excellent match between the directly
measured ∆sR (squares) and the ∆sR calculated from ∆sε1,2 (circles). (c): ∆sW calculated from the
best fit to ∆sR and ∆sε1,2 using Eq. 3.6. The observed spectral weight increase is ∆sW (Ωc) = +540
Ω−1cm−2K−1. The dashed line indicates the cut off frequency used to calculate W(Ωc,T).

Since the slope changes are smeared due to fluctuations, the derivatives correspond to average values

in certain regions δ above and below Tc. For this analysis one needs temperature dependencies with

a dense sampling in temperatures. Figure 3.14 shows the measured temperature dependencies for se-

lected photon energies. From these temperature dependencies the slope change at Tc can be estimated.

Since numerical derivatives of the data are very noisy, the temperature dependencies are fitted above

and below Tc to a second order polynomial [56]. The derivatives are then simply calculated from the

analytical expressions. Figure 3.15 shows the slope change of the reflectivity and the dielectric func-

tion at Tc. The functions ∆sR(ω), ∆sε1(ω) and ∆sε2(ω) were obtained by fitting the data (figure

3.14) between 40 K and Tc (= 97 K) and between Tc and 200 K. The error bars were estimated by

varying the upper and lower limits for both the high and low temperature fits.

From the inset of figure 3.15a one can see the good agreement between the slope change estimated
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from reflectivity and ellipsometric measurements. Spectra of ∆sε1 and ∆sε2 satisfy KK relations,

therefore ∆sε can be modeled with an oscillator model that has the same functional form as a Drude-

Lorentz model,

∆sε = ∆sε∞ +
N∑
i=0

Ai
ω2
i − ω2 − iγiω

(3.5)

where ∆sε∞ is the change in the high energy contribution, ωi is the center frequency of the ith os-

cillator, γi is its width and Ai is the oscillator strength. The difference with a normal Drude-Lorentz

model is that the oscillator strength can take on both positive and negative values corresponding to the

addition or removal of spectral weight. ∆sσ(ω) is easily calculated from ∆sε and the slope difference

integrated spectral weight is then defined as,

∆sW (Ωc) =
A0

8
+
∫ Ωc

0+
∆sσ1(ω)dω (3.6)

withA0 the condensate strength. This quantity is displayed in figure 3.15c. The result gives ∆sW (Ωc) =

+540 Ω−1cm−2K−1 for a cut off Ωc ≈ 1 eV. This result is somewhat lower than that for Bi-2212

(∆sW (Ωc) = +770 Ω−1cm−2K−1) [56] and Bi-2223 (∆sW (Ωc) = +1100 Ω−1cm−2K−1) [47] but

has the same sign and order of magnitude. It is also possible to calculate ∆sW (Ωc) directly from the

measured temperature dependence of W (Ωc, T ), by fitting W (Ωc, T ) in exactly the same way as is

done for the other optical quantities. The result obtained in this way is ∆s,directW (Ωc) = +420±150

Ω−1cm−2K−1 which is a little bit lower but consistent with the result obtained using the temperature

modulation analysis.

3.12 Specific heat anomaly

Figure 3.8b shows specific-heat data taken in different magnetic fields after subtracting the 14 Tesla

data as a background. The specific heat in zero field clearly shows an asymmetric lambda shape

typical for a superconducting transition governed by thermal fluctuations of the anisotropic 3D-XY

universality class [88, 89]. The shape of the anomaly shows more resemblance to that of optimally

doped YBCO [90] than to that of the more two dimensional Bi-2212 which shows a symmetric anomaly

[91]. As in YBCO [90], the peak is clearly shifted to lower temperatures in a magnetic field. This shift

is well described in the framework of 3D-XY fluctuations [89]. A contribution due to fluctuations

can be seen up to ∼15 K above Tc. Since a 14 T field is by far not enough to suppress all pair

correlations above Tc, there probably also is a contribution at higher temperatures which can not be

observed with this method [88, 92]. The influence of a magnetic field on the fluctuations is to introduce

a magnetic length l = (Φ0/B)1/2 closely related to the vortex-vortex distance which reduces the

effective dimensionality [92, 89]. In the critical 3D-XY regime, the correlation length diverges upon
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approaching Tc following a power law of the form ξ ∼ ξ0(1 − t)−ν with t = T/Tc and ν=0.67 for

the 3D-XY universality class. The presence of a magnetic length scale cuts off this divergence within

a certain temperature window and thus broadens the transition in a field as seen in the specific heat

data. The superconducting transition is thus far from being a BCS type transition where the transition

temperature is reduced in a field because the Cooper pairs are broken up. Here Tc is rather a phase-

ordering transition comparable to that of superfluid 4He, albeit with a clear anisotropy. Due to the lack

of the exact phonon background it is not possible to estimate up to which temperatures fluctuations

due to phase correlations of preformed Cooper pairs exist. However, it should be noted here that no

anomaly at higher temperatures is visible, suggesting a rather continuous evolution of pair correlations

at higher temperatures with a continuous opening of a superconducting gap far above Tc, whereas the

lifetime of phase fluctuations is finite [34]. An interesting point is that a field of 14 T has a clear

influence on the fluctuations above Tc (between 100 K and 115 K), while no effect of an applied field

has been reported for YBCO [90]. This suggests a stronger pair breaking effect by a magnetic field

and thus points to a smaller upper critical field in this compound. In a BCS type superconductor the

specific heat in the normal and the superconducting state is used to evaluate the thermodynamic critical

fieldHc(T ) which is a measure of the condensation energy. In the presence of fluctuation contributions

it has been argued that fluctuation contributions above Tc have to be considered to calculate the real

condensation energy [93]. As the true phonon background is unknown here this calculation cannot be

performed. Information can be obtained by comparing the size of the specific heat anomaly with that

of other cuprate superconductors having a similar Tc. Nevertheless the specific heat jump ∆C = 0.052

J gat−1 K−1 can be compared to ∆C = 0.2 J gat−1 K−1 found for optimally doped Bi-2212 [91] and

∆C = 0.46 J gat−1 K−1 for overdoped YBCO [90] (the abbreviation gat stands for gramatom). The

large difference to the value found in YBCO can be explained by the larger contribution of fluctuation

above Tc in Hg-1201 (and Bi-2212) which appears to have a larger anisotropy and thus more 2D

correlations above Tc. A large part of the condensation energy can thus be attributed to the smooth

onset of 2D correlations of Cooper pairs far above Tc. The anomaly which is visible at Tc represents

thus only a small part of the condensation energy [93]. If the units eV/K and data normalized per

Cu-atom are used, the single layer compound can be compared to the 2-layer compound Bi-2212. This

leads to ∆C=4.3·10−3 meV K−1 per copper for Hg-1201 which is 3.5 times smaller than the value

found for optimally doped Bi-2212 ∆C=1.5·10−2 meV K−1 per copper.

From the specific heat we estimate the change in internal energy by integrating,

∆U(T ) =
∫ T

0
[C(0T, T ′)− C(14T, T ′)]dT ′ (3.7)

Figure 3.16 shows a comparison between the internal energy relative to 60 K and the kinetic energy

relative to 20 K defined as δW (T ) = W (Ωc, T = 20K) −W (Ωc, T ). We find that δW (T ) is about
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Figure 3.16: Comparison between the kinetic energy relative to 20 K, δW (T ) = W (Ωc, T = 20K) −
W (Ωc, T ) on the left and the internal energy ∆U(T ) relative to 60 K on the right. The red line in the left
panel is ∆U(T ) plotted on the same scale as δW (T ).

3 times larger than the ∆U(T ), so in principle δW (T ) is large enough to account for the conden-

sation energy. We note again that the change in internal energy is probably only a small part of the

condensation energy because the fields used here are by far not enough to completely suppress super-

conductivity. The temperature dependence of δW around Tc is much more gradual than the one for

∆U. Because of the better signal-to-noise ratio of the specific heat data it is possible to observe the

change in internal energy due to the phase ordering transition as a rather sharp step at Tc. Superim-

posed on this is the much more gradual change due to the 2d fluctuations. Since the phase ordering

transition occurs in a narrow window around Tc and contributes only a small part of the change in

internal energy, we are probably not able to observe this change in δW (T ).
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Chapter 4
Doping dependent optical properties of
Bi2Sr2CuO6+δ.

4.1 Introduction

While HgBa2CuO4+δ is a prototypical high Tc superconductor, Bi2Sr2CuO6+δ is probably the exact

opposite. The pure compound has a strong structural modulation due to the lattice mismatch between

the rocksalt and Cu-O layers. This modulation can be reduced by substituting Sr with La. Further

substitution of Bi by Pb almost completely removes the modulation. However the introduction of Pb

and La occurs at random sites and this introduces another form of disorder. The critical temperature

is raised by this process from Tc ≈ 11 K to Tc ≈ 41 K for optimally doped samples. This critical

temperature is similar to La2−xSrxCuO4+δ that also shows strong disorder on the La site. In contrast

HgBa2CuO4+δ has only a weak disorder on the Hg site and a two times higher critical temperature.

This is an indication that disorder in the rocksalt layers plays an important role in determining the

critical temperature of these materials. The interest in these materials has been small because of the low

critical temperature and presence of the structural modulation mentioned above. The improvements in

crystal quality have pushed several groups to investigate these compounds. Recently there have been

several reports including ARPES experiments [94, 95, 96], inelastic x-ray scattering [97] and µSR

experiments [98]. Optical properties of Bi2201 have been published before [99, 100]. In this section

I will discuss the optical experiments for four Pb and La substituted Bi2201 samples. They cover a

broad doping range and the optical properties show a strong doping dependence.
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Figure 4.1: Crystal structure of Bi2201. The Pb atoms predominantly substitute on the Bi site while the
La replaces Sr. Figure adapted from H. Eisaki.

4.2 Samples

he properties of four samples of Pb and La substituted Bi2201 are studied: Bi2Sr1.25La0.75CuO6+δ

(UD0, Tc = 0 K), Pb0.5Bi1.55Sr1.2La0.8CuO6+δ (UD10, Tc = 10 K), Pb0.55Bi1.5Sr1.6La0.4CuO6+δ

(OpD35, Tc = 35 K) and Pb0.38Bi1.74Sr1.88CuO6+δ (OD0, Tc = 0 K). The crystal structure of these

materials is shown in figure 4.1.

4.3 Normal incidence reflectivity.

Reflectivity spectra are shown in Fig. 4.2 for all four samples at three temperatures: T =10 K, 100 K

and 290 K. The reflectivity data is characteristic of a bad metal and shows a strong doping dependence.

With increasing doping the metallicity increases and the reflectivity increases accordingly. As a result

the sharp phonon structures that can be clearly seen in the UD0 sample (top right panel) become

progressively more screened and are hardly visible in the OD0 spectra. The metallicity manifests itself

in a dependence on frequency that follows the Hagen-Rubens trend R(ω) = 1 − 2
√

2ρdcω/π for

frequencies below 200 cm−1. We made fits to the low frequency reflectivity using the Hagen-Rubens

expression to estimate the d.c. resistivity. The values obtained in this way are in agreement with those

reported in the literature for similar doping values [101, 102] and the fits extrapolate to R(ω → 0) =

1 within our experimental uncertainty (± 0.5 %). The exception is the UD0 sample. On a qualitative

level the reflectivity looks similar to that of a disordered metal (for an example see Ref. [103]). The

temperature dependence is also somewhat different from the other samples: the reflectivity increases

with decreasing temperature but below 10 meV the reflectivity first shows a small increase and then

starts to decrease for temperatures below about 100 K.
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Figure 4.2: Reflectivity for 4 different dop-
ings of Bi-2201 at T = 10, 100 and 290 K.
From top to bottom UD0, UD10, OpD35 and
OD0 samples. The left hand panels show the
reflectivity on a large scale while the right
hand panels show the FIR range on an en-
larged scale.

Figure 4.3: Grazing incidence reflectivity
for the UD10, OpD35 and OD0 samples at
room temperature. The inset shows the ex-
perimental configuration for the grazing in-
cidence experiment.

4.4 Grazing incidence reflectivity

The grazing incidence reflectivity, Rp(ω) , is measured using polarized light with the polarization

parallel (p-polarized light) to the plane of incidence (see inset of figure 4.3). This orientation of the

polarization gives a finite projection of the electric field along the c-axis depending on the angle of

incidence and this gives us the information about the c-axis optical properties. The angle of incidence

in our case is 79 degrees. Combining this experiment with the normal incidence experiment described

above we can solve the Fresnel equations for anisotropic media to obtain the c-axis loss-function

[104, 100]. An important aspect of the grazing incidence technique is that the required reference

measurement on an in-situ evaporated gold layer is also measured under grazing incidence. Rp,gold(ω)

is significantly different from the normal incidence reflectivity of gold. In order to get the correct

absolute value of Rp(ω) for the sample we determined the optical constants of the gold layer using

ellipsometry between 0.6 and 4 eV. Since gold is a simple metal we can extrapolate Rp,gold(ω) to
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Figure 4.4: (a): Real part of the dielectric function, ε1(ω). The inset shows the doping dependence
of the energy of the interband transition. (b) Imaginary part of the dielectric function, ε2(ω). We only
display room temperature spectra, since the temperature dependence for these frequencies is too weak to
be discernable at this scale. The error bars shown for the UD sample are systematic error bars and are
representable for all three samples. The inset shown in the top panel shows the strong doping dependence
of the 4 eV peak in σ1(ω). The points correspond to the energy where the experimental curves intersect the
horizontal line in the lower panel.

the far infrared region with the knowledge of the plasma frequency and scattering rate obtained from

this experiment. The grazing incidence reflectance for the sample is then given by Rp,sample(ω) =

Rp,meas.(ω) ·Rp,gold(ω), where Rp,meas(ω) is the measured grazing reflectance.

Figure 4.3 shows Rp(ω) for the UD10, OpD35 and OD0 samples. The doping dependence in the

absolute value of Rp(ω) can be shown to arise from the doping trend of the in-plane dielectric function

(section 4.7). The large structures are c-axis optical phonons.

4.5 Ellipsometry

Ellipsometric measurements give direct access to the complex pseudo-dielectric function, ε̂pseudo(ω),

that corresponds closely to ε̂ab(ω) with a weak admixture of the c-axis component. Correspondingly,

the transformation from ε̂pseudo(ω) to ε̂ab(ω) using the Fresnel equations gives rise to a small cor-
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rection for the c-axis admixture in this frequency range. This has been verified for several high Tc

cuprates with roughly the same optical constants [47, 50]. The c-axis dielectric function is almost con-

stant between 1.25 eV and 3 eV and equals roughly 4.1 for Bi2223 and 4.0 for Hg-1201. The analysis

of the grazing reflectivity data indicates a c-axis dielectric constant for Bi2201 ε̂c ≈ 4.4, which we use

to correct ε̂pseudo(ω). A systematic error for this procedure was determined by varying the value of ε̂c

between 4 and 4.5.

The c-axis corrected functions obtained from the ellipsometric measurements, ε1,ab(ω) and σ1,ab(ω),

are displayed in Fig. 4.4. We observe a series of interband transitions starting around 2 eV. At this

energy there is a weak onset, most clearly pronounced for the UD0 sample, which has been associ-

ated with the onset of charge transfer excitations [105]. We observe three more transitions at higher

energy which show a significant doping dependence. The doping dependence of the peak onset of the

transition at 3.8 - 4.2 eV is shown in the inset of figure 4.4a.

4.6 In-plane conductivity

Figure 4.5: Optical conductivities for (a): UD0, (b): UD10, (c): OpD35 and (d): OD0 samples. Note the
difference in scale between the upper and lower panels. For the OpD35 sample an extra curve is shown just
above Tc. The inset in panel (c) shows an estimate of the superfluid density for the OpD35 sample. The
open semi circle corresponds to the estimate found from a Drude-Lorentz fit of the data.
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We display the optical conductivity σ1(ω) in Fig. 4.5 at several temperatures. As expected the

low frequency conductivity increases strongly with doping (note the factor of two difference in scale

between the upper and lower panels). With exception of the UD0 sample, the conductivities show

a metallic Drude response. The UD0 sample shows a broad incoherent response with an interesting

temperature dependence: with decreasing temperature an asymmetric peak develops with a maximum

at 16 meV. A similar structure and temperature trend has also been observed for YBCO [106]. The

pronounced mid-infrared structure observed in Ref. [106] is less visible here. The optical conductivity

of the OpD35 sample at T = 10 K does not show a clear signature of the superconducting gap, but the

conductivity is strongly suppressed as compared with σ1(ω) at T = 40 K. A signature of superconduc-

tivity is the presence of a superfluid density, which can be modeled by adding a δ(ω)-function to σ1(ω)

with strength ωp,s. ω2
p,s is directly proportional to the superfluid density and can be estimated from a

Drude-Lorentz fit. We find ωp,s ≈ 6800 cm−1. As a double check we use the fact that, due to causality,

the delta function in σ1(ω) gives rise to a contribution to ε1(ω) ≈ −ω2
p,s/ω

2. The inset in Fig.4.5c

shows the estimate of the superfluid density obtained in this way together with the one obtained from

the Drude-Lorentz fit as a semi circle. The two estimates are in good agreement. The superfluid density

is substantially smaller compared to optimally doped Bi2212 [45] (ωp,s ≈ 9500 cm−1) and Bi2223 [47]

(ωp,s ≈ 10300 cm−1) but Tc is correspondingly lower. This correlation between Tc and the superfluid

density was first observed by Uemura et al. [48].

4.7 c-axis conductivity

The out-of plane optical constants can in principle be extracted using the following expression for the

p-polarized complex reflectance,

r̂p =

√
ε̂ab cos θ −

√
1− sin2 θ

/
ε̂c

√
ε̂ab cos θ +

√
1− sin2 θ

/
ε̂c

. (4.1)

In this expression θ is the angle of incidence (θ = 79 deg. in our experiments), ε̂ab(ω) is the in-plane

dielectric function determined from the normal incidence reflectivity and ellipsometric measurements

and ε̂c(ω) is the dielectric function that we are looking for. We use a standard Drude - Lorentz model

for the c-axis dielectric function and optimize its parameters to obtain a good fit to the measured

grazing incidence reflectivity. This model gives us access to all the optical properties but the error bars

we obtain on the complex conductivity are relatively large due to an unfavorable propagation of error

bars of the absolute value of Rp(ω) , in particular at low frequencies. The optical conductivities are

shown in figure 4.6. The error bars are determined by shifting Rp(ω) by 1 percent up and down and

repeating the analysis. We use the changes in the conductivities as a measure of the systematic error bar.
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4.8 Extended Drude analysis

Figure 4.6: Out-of-plane conductivity extracted using the method explained in the text. The error bar shown
is representative for the range below 25 meV. Above this range the error bars are smaller, as indicated by
the error bar at 60 meV.

The conductivity is determined by a series of phonon modes on top of a weak electronic background.

From a factor group analysis for the space group I4/mmm one expects 5 IR active c-axis phonon

modes [100], but usually more modes are resolved. This can be due to disorder or a superlattice in

the crystal which reduces the symmetry making forbidden transitions allowed. The substitution of Sr

by La may also explain the splitting of some phonon modes: the resonance frequencies scale with the

reduced mass of the ions involved in the vibration. Hence, a partial substitution will give two distinct

resonance frequencies corresponding to the difference in ionic mass of the substituted elements.

In figure 4.7a and 4.7b we show two different loss-functions. The first is a "pseudo loss-function"

[104, 100],

L(ω) ≡ Imeiφ
√

1− sin2 θ

ε̂c
≈ (1−Rp) |nab|cos(θ)

2 (1 +Rp)
, (4.2)

in which φ ≡ π/2 − arg(nab), θ is again the angle of incidence in the experiment and nab is the

in-plane complex refractive index. This approximative loss-function does not involve modeling of the

grazing incidence reflectivity and separates the doping trend of the in-plane response from that of the

c-axis response as illustrated in figure 4.7a. We see that the large change in absolute value of Rp(ω)

in figure 4.3 derives mainly from changes in the in-plane optical properties, while the c-axis response

does not change much with doping. Figure 4.7b shows the loss-function Im(−1/ ˆvarepsilonc(ω)) as

determined from the Drude-Lorentz model obtained in the analysis discussed above. The error bars

shown in figure 4.7b are determined in the same way as the one for σ̂c(ω) above.
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4. DOPING DEPENDENT OPTICAL PROPERTIES OF BI2SR2CUO6+δ.

Figure 4.7: (a): Pseudo loss-function calculated using Eq. 4.2. Note the small doping dependence com-
pared to figure 4.3, which shows that most of the variation seen in Rp(ω) is due to changes in in-plane
properties. (b): loss-function obtained from the Drude-Lorentz modeling.

4.8 Extended Drude analysis

The Drude model describes the optical conductivity of a gas of non-interacting electrons with a single,

energy independent channel of dissipation: 4πσ̂(ω) = ω2
p/(1 − iωτ). This model is insufficient to

describe the situation where the dissipation in the electron system arises from the electron-phonon or

electron-electron interactions. To deal with these situations we can generalize the Drude model by

introducing an optical self-energy [72],

σ̂(ω) ≡
ω2
p

4π
i

(ω + Σ̂opt)
. (4.3)

Two related quantities are the effective mass, m∗(ω)/m = Σopt,1/ω+ 1 and scattering rate, 1/τ(ω) =

Σopt,2. These quantities are useful because they are more easily interpreted physically. Eq. (4.3) is

easily inverted to obtain the scattering rate 1/τ(ω) and effective mass m∗(ω)/mb directly from the

measured conductivity, provided one has an estimate for the plasma frequency, ωp and the contribution

due to interband transitions ε∞ [74, 50].

1/τ(ω) and m∗(ω)/mb are shown in Fig. 4.8 at T =10 K. The UD0 sample has the highest scat-

tering rate and strongest frequency dependence. However, 1/τ(ω) shows an upturn at low frequency

and a corresponding negative effective mass in the same frequency range. The implication of this is

68



4.8 Extended Drude analysis

Figure 4.8: Scattering rate, 1/τ(ω) and effective mass, m∗(ω)/mb at T = 10 K. Note the upturn in the
UD0 scattering rate which indicates that the data cannot be described within this formalism.

that the low temperature, low frequency properties cannot be described in terms of an interacting gas

of electrons and thus invalidates the extended Drude analysis. A similar observation was made in Ref.

[106] for heavily underdoped YBCO samples. However the scattering rate reported there shows a peak

structure around 150 meV which is not found here, although 1/τ(ω) shows a slight decrease at high

energy. This difference reflects the fact that in YBCO the MIR peak is more pronounced than in these

Bi-2201 samples.

The other three samples show monotonically increasing scattering rates, except in the vicinity of

direct optical phonon absorptions. The overall scattering rate as well as the strength of the frequency

dependence strongly decreases with increasing doping. This can be related to a decreasing coupling to

low energy bosonic excitations. A measure of this coupling strength can be obtained from the relation

m∗/mb(ω → 0) = λ + 1. Therefore λ can be read of directly from Fig. 4.8b which shows that λ

decreases from λ ≈ 6.5 for UD10 to λ ≈ 1.3 for the OD0 sample. The room temperature values for the

three samples are λUD10 ≈ 4.4, λOpD35 ≈ 2.8 and λOD0 ≈ 1.3. The determination of these coupling

strengths from experimental quantities will serve as an important consistency check in chapter 5.
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Chapter 5
Analysis of optical spectra and the strong
coupling formalism.

5.1 Introduction

This chapter deals with several aspects of the analysis of optical spectra in terms of electron-boson

coupling. It gives a short introduction to the theory based on the Holstein model generalized by Allen.

We then consider several descriptions of the bosonic spectral density. In the second part we analyze

the optical properties of Hg1201 and Bi2201. We show that this formalism allows us to describe both

the frequency and temperature dependence of these materials.

5.2 Strong coupling theory

The absorption of radiation in clean metals (i.e. without impurities) can only occur by the excitation of

bosons in the material. Examples of such bosons are phonons, electron-hole pairs, spin waves etcetera.

Since the photon momentum is negligible compared to typical momenta of excitations in the solid,

absorption occurs in processes where pairs of excitations are created with momenta +q and -q. The

optical self-energy introduced in section 2.4.4 arises from these processes. The static interaction with

the lattice and impurities gives rise to the standard Drude behavior discussed in section 2.2.4. If one

considers interactions between the electrons with phonons or collective excitations Σopt(ω) acquires

a frequency dependence. Allen showed in 1971 that the far infrared optical properties of metals have

information about these interactions encoded in their frequency dependence [107]. This turned out to

be quite important for establishing that some features seen in the optical conductivity of superconduct-

ing Pb where directly related to structures in the phonon density of states [108]. The derivation of the

optical conductivity from microscopic principles is complex and involves some assumptions and ap-
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proximations. Here we will only outline a few points that will facilitate the discussion in later chapters.

An extensive discussion is given in the book of Mahan [38]. The problem to solve is simply stated: it

is to evaluate the current-current correlation function that appears in the Kubo formula,

σ̂(ω) =
i

ω

{
i

∫ ∞
0

dteiωt〈[j(t), j(0)]〉+
ne2

m

}
(5.1)

The problem is that doing so, requires the evaluation of an infinity of diagrams. The approach, which

is used most often, is based on the Holstein theory for normal metals [109]. One uses a diagrammatic

perturbation expansion to calculate the current-current correlation function. This expansion becomes

tractable by ignoring classes of diagrams. We separate the problem into two steps. Firstly the optical

conductivity can be related to electron and hole self-energies [107, 110],

σ̂(ω, T ) =
ω2
p

i4πω

+∞∫
−∞

(nF (ω + ε, T )− nF (ε, T ))
ω − Σ(ε+ ω, T ) + Σ∗(ε, T ) + iΓimp

dε, (5.2)

where ωp is the plasma frequency, nF (x) = (exp(βx) + 1)−1 is the Fermi-Dirac distribution function,

β = (kbT )−1 and we have included the impurity scattering rate Γimp. It follows (see Eq. 2.128) that

Σopt(ω) can be expressed in terms of Σ(ω) as,

Σopt(ω)
ω

=
{∫

nF (ξ)− nF (ξ + ω)
ω − Σ(ξ + ω) + Σ∗(ξ) + iΓimp

dξ

}−1

− 1 (5.3)

Qualitatively this expression shows that the optical self-energy arises due to the creation of an electron-

hole pair dressed by interactions. The next step then is to calculate the single particle self-energies

using some approximations that suit the problem at hand.

The single particle self energy is given by,

Σ (ω, T ) =
∫
dε

∫
dω′Π̃(ω′)

[
nB(ω′) + nF (ε)
ω − ε+ ω′ + iδ

+
nB(ω′) + 1− nF (ε)
ω − ε− ω′ − iδ

]
(5.4)

where nB(x) = (exp(βx) − 1)−1 is the Bose-Einstein distribution function. The function Π̃(ω) is

known as the bosonic spectral function. It is a measure for the spectrum of bosons through which the

electrons interact. Some features of the optical spectra, like for example the opening of a gap, are not

captured by Eq. 5.2 and 5.4. This is why we distinguish the functions obtained from experimental data

with a tilde. It means that part of the spectrum or its temperature dependence may contain spurious

features. The integral over ε can be performed analytically,

Σ (ω, T ) =
∫
dω′Π̃(ω′)L

(
ω, ω′, T

)
. (5.5)

with

L(ω, ω′, T ) = −iπ coth
( ω

2T

)
+ Ψ

(
1
2

+ i
ω − ω′

2πT

)
−Ψ

(
1
2
− iω + ω′

2πT

)
. (5.6)
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The Ψ(x) in this last expression are digamma functions. Equations (5.2-5.6) together with the standard

Fresnel equations allow us to calculate any optical property. In the electron-phonon theory the bosonic

spectral density is taken to be proportional to the phonon density of states (DOS).

In a diagrammatic language, the self-energy is defined by the Dyson equation,

Here we use the standard notation for Feynman diagrams where full lines represent bare electron prop-

agators, or Green’s functions, while double lines represent dressed propagators. Since the dressed

propagator appears on both sides of the expression, this equation implies a self-consistency problem.

Part of the self energy that we consider in Eq. 5.4 contains all diagrams arising from the interac-

tions between electrons and phonons. For example the electron interacts with itself by emitting and

subsequently absorbing one or more phonons (represented by the dashed lines),

Diagram (b) is known as a vertex diagram and is usually ignored as it is of higher order than the

diagram where the phonon interacts with electron-hole pair excitations of the “vacuum”. The lowest

order contribution of which is given by,

Due to this interaction one has to consider the dressed phonon propagator. Since it is difficult, if

not impossible, to treat this problem exactly one uses measured phonon dispersions from inelastic

neutron scattering experiments to construct the function α2F (ω) . In this way one includes all the

important renormalizations of the phonon propagator in the function α2F (ω) . Eq. 5.4 then tells us

how to calculate the electron self energy. A good introduction to the electron - phonon problem and

the underlying assumptions is given in [21].

A second part of the self-energy comes from the Coulomb interaction. This part is even more

complicated to determine exactly, even for simplified model Hamiltonians. Approximate expressions

for several models have been derived and will be considered in the next section.

There are a few approximations underlying the theory that could be of influence when it is applied

to anisotropic and more importantly, strongly correlated systems like the cuprates:
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• We ignore the momentum dependence of the self-energy.

• Vertex corrections are assumed to be small (Migdal’s approximation).

• The density of states is assumed to be energy independent.

• The unperturbed state is a Fermi liquid.

The formalism discussed in this section applies to the normal state of metals. The function α2F (ω)

also appears in the Migdal-Eliashberg-Nambu theory of superconductivity. Within this framework

α2F (ω) determines the properties of the superconductor like the size of the gap and the value of Tc.

The deviations from the BCS ratio 2∆/kBTc = 3.52 in real superconductors can only be understood

within this framework. Several issues concerning high Tc superconductors are (i) can we interpret

the important interactions in terms of a retarded electron-electron interaction, (ii) if it exists, is this

interaction mediated through phonon exchange alone or do other bosons contribute as well, (iii) can

one apply the approximations made for ordinary metals to the cuprates and (iv) does a d-wave gener-

alization of the Eliashberg theory describe the superconducting properties. In other words, is there a

function Π̃(ω) that replaces α2F (ω) in the theory of ordinary metals, and that can be used to describe

the properties of the high temperature superconductors? An important problem to solve therefore, is

to find a way of determining the function Π̃(ω) . Since we do not know the minimal model describing

the high Tc cuprates, we need to find a way of experimentally determining Π̃(ω) . This is where op-

tical spectroscopy may play an important role. From the conventional superconductors we know that

the Eliashberg function α2F (ω) can be determined accurately from the optical conductivity. So, as a

starting point, we can use the formalism as described above to extract Π̃(ω) from optical spectra. Once

we have these spectra we can check for the consistency of the formalism by comparing results to those

obtained from other experimental techniques. Another way of checking the consistency of the method

is by comparing the coupling constant extracted from experiment to the one calculated from the Π̃(ω)

function. The extended Drude formalism of section 2.4.4 gives us access to the effective mass, which

is related to an effective coupling constant λ as, m∗/m=1+λ. The effective coupling is related to the

Π̃(ω) function through,

λ(ω) = 2
∫ ω

0
dΩ

Π(Ω)
Ω

. (5.7)

The reason why λ is called an “effective coupling” is, that it is not the same coupling constant that

appears in the Hamiltonian of the problem. It is the coupling constant that enters the McMillan formula

for Tc,

Tc = 0.83ω̃e−1.04 1+λ
λ (5.8)

The logarithmic average of Π̃(ω) , ω̃ is defined as,

ω̃ = e
2
λ

∫∞
0 ln(Ω)

Π(Ω)
Ω

dΩ (5.9)
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In the weak coupling limit one can use Eq. 5.8 to calculate Tc, but for couplings larger then λ ≈ 1 - 2,

one should resort to a solution of the Eliashberg equations. When applied to the cuprates, one has to

wonder if this class of materials still falls in the range of validity of the Migdal-Eliashberg formalism.

As alluded to in the introduction, the theory developed by Eliashberg rests on the assumption that one

can ignore vertex corrections. In certain models one can show that vertex corrections can be ignored

even at large couplings, but in general this is probably not the case. It is therefore crucial to check the

internal consistency between values of lambda extracted directly from experiment and from theory.

The experimental determination of the value of λ is an important assets of the optical conductivity. It

cannot be extracted easily from other transport experiments, nor from spectroscopies like ARPES. In

principle one can estimate λ from ARPES, but with a large uncertainty due to the fact that the bare

dispersion is not known.

5.3 The bosonic spectral function Π̃(ω)

The inversion of Eq’s 5.2 and 5.4 allows to extract Π̃(ω) from experimental data of the optical con-

ductivity, or related optical spectra. The accuracy of the resulting Π̃(ω) spectrum is in practice limited

by the convolution with thermal factors expressed by Eq’s 1 and 2 (see also section 7.4) [111]. Dif-

ferent microscopic models can have similar Π̃(ω) spectra, which leads to slightly differing frequency

dependencies of the optical conductivity. Our method is based on fitting optical spectra. It is therefore

of crucial importance to test the ’robustness’ of each fit with regard to the spectral shape of the Π̃(ω)

function imposed by different models. This robustness can be tested by including in the fit-routine one

or several ’oscillators’ superimposed on the model function. When the model glue function provides

a complete description, adding extra oscillators will not result in an improvement of the quality of the

fit. We have used this approach to test functional forms commonly used in the literature, in particular

the marginal Fermi liquid (MFL) model [112] and the Millis-Monien-Pines (MMP) representation of

the spin fluctuation spectrum [113].

5.3.1 Marginal Fermi liquid.

The Marginal Fermi Liquid (MFL) phenomenology [112, 114] is based on the hypothesis that “there

exists charge and spin density excitations with the absorptive part of the polarizability at low frequen-

cies ω proportional to ω/T and constant otherwise.” It predicts that Π̃(ω) is given by,

PMFL(ω) = Λ tanh(
ω

2T
)f(ω, ωc,∆) (5.10)

where Λ is an overall coupling constant, T is the temperature and f(ω, ωc,∆) is a high energy cutoff

function the precise shape of which is unimportant. We have used f(ω, ωc,∆) = 1/(1+exp( (ω−ωc)
∆ ))
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as proposed by Varma [112]. An important feature of this spectrum is that it only depends on ω/T .

It is easy to see using Eq.’s 5.2-5.6 that in this case one retrieves the linear temperature dependence

of the resistivity seen in many experiments. It would also give rise to a conductivity that scales as

σ(ω, T ) = T−1g(ω/T ) as observed in experiments [115]. More recently [114] a microscopic model

was derived that gives rise to the form proposed in [112].

5.3.2 Spin fluctuation theory.

Several other theoretical models are based on the notion that spin fluctuations play an important role

in understanding the physics of the (underdoped) cuprates [39, 113, 116]. In these models one uses the

imaginary part of the dynamic spin susceptibility χ′′(ω, ~q = 0) as a measure for the bosonic spectral

density which in the ungapped state is given by [113],

ΠMMP (ω) =
Γω

γ2 + ω2
ω ≤ Ωc (5.11)

Here Γ is a coupling strength and Ωc a cutoff. The spectrum has a maximum at ω = γ. We refer to

this model as the Millis-Monien-Pines (MMP) model [113]. Note that this form is valid only if there

is no (pseudo)gap. Although the temperature dependence is not explicitly mentioned in Eq. 5.11 the

parameters γ and Γ depend on temperature. ΠMMP (ω) does not scale as ω/T unless both γ and Γ

are depending linearly on temperature. The temperature dependence of the MFL and MMP models

are an important point of contrast with the EP interaction. In the latter case α2F (ω) is temperature

independent. The fact that most experimental studies find that for the cuprates Π̃(ω) has to be made

temperature dependent is one of the arguments against the interpretation of Π̃(ω) in terms of phonons

alone .

5.3.3 MFL and MMP + phonon models

Finally we allow for a Lorentzian oscillator (in addition to the MFL and MMP model) given by,

ΠLor(ω) =
f2

1 Γ1ω

(ωΓ1)2 + (ω2
1 − ω2)2

(5.12)

Here f1 is the oscillator strength, Γ1 is the width and ω1 is the center frequency. Such a peak can be

used to describe the coupling of electrons to a well defined mode like phonons or to the spin resonance.

5.3.4 Histogram representation.

We will also use a more general function that does not depend on a microscopic description. It consists

of a histogram representation of Π̃(ω) using N blocks with flexible widths and heights,

Π̃(ω) = fi ωi−1 ≤ ω ≤ ωi (5.13)
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where i runs from 1 to N, ω0 = 0 and fi is the height of the ith block. For ω0 ≤ ω ≤ ω1 we use

Π̃(ω) = f1ω to circumvent the divergence of the integral in Eq. 5.4. The 2N parameters of this

model are optimized using a standard Levenberg-Marquardt routine. The resulting histogram gives an

indication of the important features in the Π̃(ω) spectrum. We find that the detail of Π̃(ω) that can be

extracted from the experimental data is best represented with N = 6 blocks. For cuprates the function

Π̃(ω) consists of two main features: a peak with an energy in the range 50 - 60 meV and a broad

spectrum extending up to 400 meV.

5.4 The method

Starting from a Π̃(ω) function we can calculate the optical conductivity, Eq. 5.2, which in turn is fed

into standard Fresnel expressions to calculate the experimentally measured quantities, i.e. reflectivity

and ellipsometric parameters (see chapter 2). The fitting routine is based on the Levenberg-Marquardt

algorithm and uses analytical expressions for the partial derivatives of the reflectivity coefficientR(ω),

and the ellipsometric parameters ψ and ∆ relative to the parameters describing the Π̃(ω) function. The

algorithm is based around minimizing the mean square deviation, χ2, which is given by,

χ2 =
N∑
i=1

(
y(ωi)− f(ωi, p1, ..., pn)

σi

)2

(5.14)

where y(ωi) is an experimentally measured datapoint, f(ωi, p1, ..., pn) is the calculated value in this

point based on parameters p1, ..., pn and the difference between these two is weighed by the errorbar σi

determined for y(ωi). For a given set of reflectivity and ellipsometry data at one particular temperature,

using a standard PC, the iteration takes about 3 hours until convergence is reached. Although the

Levenberg-Marquardt least squares method is an extremely powerful method to find the minimum

of χ2 in a multidimensional parameter space it has difficulties with finding the best solution to the

non-linear problem Eq’s 5.2 and 5.4. For each individual sample and temperature several tests have

been performed where in each test the optimization process was started from a different set of starting

parameters to ensure that χ2 has converged to the global minimum in parameter space. Examples of

experimental reflectivity data together with the fits are shown below (Fig. 5.1 and Fig. 5.3) for data

sets spanning a broad doping and temperature range. As the fitted curves are within the limits of the

experimental noise, further reduction of χ2, while in principle possible by fitting the statistical noise of

the data, can not improve the accuracy of the Π̃(ω) functions. In the next section we apply this method

to the optical spectra of Hg-1201 discussed in chapter 3.
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5.5 Analysis of optical spectra: HgBa2CuO4+δ

We first analyze optical spectra of optimally doped HgBa2CuO4+δ (Hg-1201). We do not take into

account the opening of a (pseudo-)gap in our analysis so we can only apply it to temperatures of 100

K and higher. Recent neutron scattering experiments [28] show that at optimal doping the pseudogap

temperature is smaller or equal to the critical temperature for these materials at optimal doping, al-

though specific heat measurements on the particular sample used in this study show an onset of the

specific heat jump at slightly elevated temperatures [50]. In figure 5.1 we show the reflectivity for Hg-

1201 together with the optimized model curves obtained with Eq.’s (5.10), (5.11) and (5.13). Figure

5.1a shows the results for the MFL model. At 290 K we can make a reasonable fit to the reflectivity

but with decreasing temperature the fit becomes progressively worse. Note that we try to fit the overall

frequency dependence of R(ω) and not the sharper phonon structures below 80 meV. It is important

to note that in order to optimize χ2 we have to make the coupling constant λ in Eq. 5.10 temperature

dependent. This means that already at this level the ω/T scaling is lost even for the MFL model. Our

result obtained at room temperature is similar to that obtained in an earlier study [117]. As was found

in that study we find that if we add an extra scattering channel to the MFL model the fit is greatly im-

proved (see below). ΠMMP (ω) (panel 5.1b) shows a similar trend as seen for ΠMFL(ω) : a reasonable

fit at room temperature but less good at low temperature. Finally, figure 5.1c shows the result obtained

with ΠHG(ω) that gives the best description of the optical data.

In figure 5.2(a),5.2(b) and 5.2(f) we display the spectral functions corresponding to the fits in

figure 5.1. Also shown are the models that are obtained when an extra oscillator is added to the MFL

and MMP models. The panels of figure 5.2 give a lot of information on the structure of Π̃(ω) . It

shows three important features: (i) Π̃(ω) has to be made temperature dependent. (ii) there is a high

energy scale that is determined by the cutoff in Π̃(ω) around 300 meV. (iii) there is a low energy scale

determined by a maximum in Π̃(ω) around 55 meV. We do not find evidence for ω/T scaling of the

function Π̃(ω) from the model calculations.

Table 5.1: χ2 defined by Eq. 5.14 for the three different models. The values in parenthesis are obtained
when a Lorentzian peak (Eq. 5.12) is added to the MFL and MMP spectral functions.

Model 290 K 200 K 100 K

MFL 117 (13) 127 (21) 163 (22)
MMP 23 (15) 37 (21) 74 (18)
HG 12 19 13

The models are evaluated based on the minimum found for the χ2. A comparison of the values of
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5.5 Analysis of optical spectra: HgBa2CuO4+δ

Figure 5.1: Reflectivity of Hg-1201 together with fits for three different models. (a): MFL model, (b):
MMP model and (c): histogram.

χ2, indicated for the room temperature results in Fig. 5.2, and at lower temperatures in table 5.1, shows

that the MMP model better describes the optical data than the MFL model. However, they give simi-

lar results if we add an extra oscillator to these models. Panels 5.2(e-f) show the model independent

results, based on two oscillators and the histogram representation, and are very similar to the modified

MMP and MFL model. The models in these last two panels have the same χ2 and the comparison in

Fig. 5.2g shows that the histogram representation realistically expresses the uncertainty in the posi-

tion of the low energy peak, while the correspondence between the features in both models remains

excellent. Comparing panels 5.2(e-f) to 5.2(a-b) it becomes clear why the MMP model performs better

than the MFL model: the MMP model has a maximum around 55 meV similar to the peak seen in the

histogram representation. The MFL model in contrast has a broad maximum around 150 meV. The

model with two oscillators is described by 6 parameters, while the histogram representation uses 12

parameters. The fact that the fit-routine adjusts the latter 12 parameters in such a manner as to produce

in essence the two oscillator lineshape, shows a good convergence of the fit.

The comparison of the panels in figure 5.2 suggests that we may get a better fit if we add a narrow
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Figure 5.2: Comparison of several models. The number of data points over which χ2
j is summed (see Eq.

1) is N = 400. The quoted values of χ2 are those for the room temperature spectra. At 100 K these values
increase by a factor 1.5 (MFL) and 3.5 (MMP). In contrast, in the oscillator and the histogram model the
χ2 was found to be independent of temperature.

peak to the MFL or MMP model. As shown in table 5.1 the addition of this peak dramatically improves

the quality of the fit. In such a model we can easily separate the contribution due to the peak and the

one due to the continuum which is not possible for the histogram representation. For each spectrum we

can calculate the coupling constant given by Eq. 5.7, and separate the contribution from the 55 meV

peak and the continuum. The total coupling constant at T = 290 K from the histogram method is λHG =

1.85 while λMFL = 1.9 and λMMP = 1.8. In the latter two cases the peak contributions are λpeak,MFL

= 0.88 and λpeak,MMP = 0.65 respectively. The peak energy is somewhat lower in energy than the low

energy dispersion kink seen in ARPES experiments [78]. The coupling constants obtained by ARPES

are of the order λ ≈ 0.3 - 0.8 [118, 119, 120, 121, 95] as are the coupling constants derived from LDA

[122, 123]. The remaining coupling constant λcont ≈ 1.2 for the MMP contribution also corresponds

well with earlier estimates [124]. When the temperature is decreased the total coupling constant in-

creases: λ200K = 2.0 and λ100K = 2.3. Figure 5.2f indicates that this increase arises not simply from

an increase in coupling to the mode, as expected in a model describing an effective interaction with

spin fluctuations, but rather from an increase in intensity in the energy range below 50 meV. Since we

cannot exclude pseudogap effects to play a role here we refrain from separating the contributions due
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Figure 5.3: Reflectivity of Bi2201 together
with fits for three different dopings.

Figure 5.4: Π̃(ω) functions corresponding to
the fits in the left panels. Indicated in each
panel are the total coupling constants (see Eq.
5.7).

to the mode and the background.

5.6 Bi2Sr2CuO6+δ: comparison between ARPES and optics.

We now turn to the the optical data of Bi2201 presented in chapter 4. Fig. 5.3 shows the reflectivity of

three Bi2201 samples together with the calculated curves obtained with the Π̃(ω) functions in the right

panels. As discussed in section 4.8 the UD0 sample cannot be described within the strong coupling

formalism, and is therefore not shown. The Π̃(ω) functions show a strong doping and temperature

dependence: the underdoped Π̃(ω) function is narrow, strongly peaked and shows a large temperature

dependence. The optimally doped Π̃(ω) function has a much broader spectrum resembling more that

of Hg1201 but has a less pronounced structure in the mid infrared. The overdoped sample has the

smallest low energy peak of the three and at the same time the weakest temperature dependence. The

coupling constants for these spectra are indicated in the figure. We come back to a discussion of the

coupling constants in chapter 7.
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We have used the analysis of optical spectra to extract information on Π̃(ω) . This can of course also

be done using other techniques like ARPES and STM. ARPES experiments have been performed on

pieces from the same OpD35 and OD0 samples presented in this work [95, 125, 126]. We now make

a comparison between these two techniques but before doing so we summarize some experimental

results obtained from ARPES.

The experimental results from ARPES indicate two distinct structures in the electron energy disper-

sion. Along the nodal direction one observes a kink at low energy ∼ 50 - 70 meV [127, 119, 128, 95]

followed by a “waterfall” around 350 meV [129, 130]. The interpretation of these two features is still

under debate. Along the anti-nodal direction only the low energy feature is observed since the band

bottom occurs around 100 meV. The kink has a smaller energy ≈ 40 meV in the normal state and is

shifted to ≈ 70 meV in the superconducting state as a result of the opening of the superconducting gap

[131, 132, 120, 133].

If we ignore for the moment the momentum anisotropy, the self energies calculated with Π̃(ω) can

be compared to Σ(ω) extracted from ARPES. ARPES experiments have been performed on crystals

taken from the same batch as used in this study [95, 126]. The self-energy along the nodal direction

has been determined using a full 2D analysis of the spectral function using the LDA band structure as

bare band dispersion [126].

The self energies of the OpD35 and OD10 samples are shown in figure 5.5a and 5.5b respectively

by open circles. The self energies calculated from the optical Π̃(ω) function are shown in the same

figure in red. At first glance these self energies appear to be quite different but a closer examination

shows that many features correspond quite well. Both experiments show structure in the 50 -60 meV

range and find a maximum in Σ(ω) in the 200 - 300 meV range. Note that in order to determine the

experimental Σ(ω) from ARPES, an assumption has to be made for the bare band dispersion. The fact

that both the experimental and calculated self-energy have almost parallel slope in the zero-frequency

limit, suggests that at least the low energy properties determined by optical spectroscopy and ARPES

are compatible.

The ARPES self-energy can be further analyzed using our histogram model for Π̃(ω) . The fit to

the ARPES Σ(ω) is shown in blue in Fig. 5.5a and Fig. 5.5b. The Π̃(ω) functions obtained from

optics and ARPES are compared in panels 5.5c and 5.5d. The similarities in magnitude and structure

of the optical and ARPES glue-functions are striking and show that the self-energies obtained from

ARPES and optics are closer than suggested by the comparison of the self-energies in the left panels

of Fig. 5.5. We note that the low energy kink in the ARPES data gives rise to a peak in Π̃(ω) at

the same energy as the optical data. The total coupling constants, indicated in figure 5.5c and 5.5d,

are somewhat larger for the optical Π̃(ω) function. The same trend is seen in figure 5.7 where we

compared λ obtained from ARPES and optics for several samples. Since the optical conductivity has
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Figure 5.5: (a): Comparison between experimental Σ(ω) (open circles), calculated Σ(ω) from the 10 K
Π̃(ω) spectra (red lines) and Σ(ω) obtained from a direct fit to the ARPES data (blue lines) for the OpD35
sample. (b): Same as in (a) but for the OD10 sample. (c,d): The Π̃(ω) functions corresponding to the
calculated Σ(ω) ’s in the left panels. Also indicated are the total coupling constants corresponding to these
spectra.

contributions from all of k-space one may expect that this explains the difference between optical and

ARPES results. According to Stojkovic and Pines the optical conductivity is a linear superposition of

contributions along the Fermi surface where the self-energies are k-dependent quantities [134],

σ̂(ω) =
e2

8π2

∫
FS

dk

|vf |

+∞∫
−∞

dε[f(ω + ε, T )− f(ε, T )]
iω

×

v2
f (k)

ω − Σk(ε+ ω, T ) + Σ∗k(ε, T )
, (5.15)

We can estimate the effect of anisotropy using our knowledge of the electronic structure from ARPES.

As summarized above, the kink disperses from 70 meV at the nodal direction to 40 meV at the anti-

nodal direction [24]. We also assume that along the ani-nodal direction Σ(ω) is zero for energies below

the band bottom. The second ingredient needed is the bare Fermi velocity, vF . Estimates for the k-

dependence of vF are available for Bi-2212 from Kaminski et al. [135]. The effect of anisotropy on

Π̃(ω) can now be estimated by assuming that σ̂(ω) has two contributions: one from the nodal direction

and one from the anti-nodal direction.

We separately calculate the conductivity arising from the nodal and anti-nodal directions using the

Π̃(ω) functions given in Fig. 5.6a and 5.6c. These functions are chosen such that they are compatible
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Figure 5.6: Estimate of the effect of k-space
anisotropy on the optical conductivity. (a):
Assumed Π̃(ω) for the nodal direction. The
main peak is situated at 70 meV as determined
by ARPES [119]. (b) Π̃(ω) determined by an-
alyzing the optical conductivity assuming con-
tributions to σ1(ω) from panels (a) and (c)
weighted with a ratio of the nodal to antin-
odal Fermi velocity 2 : 1. (c) Assumed Π̃(ω)
for the anti-nodal direction. The main peak is
situated at 40 meV as determined by ARPES
[131]. Also indicated is the integrated cou-
pling constant λ for each spectrum.

with the ARPES experiments discussed above. The resulting conductivities are weighted with the

Fermi velocity ratio vF,(π,π) : vF,(0,π) = 2 : 1. The resulting optical conductivity is then analyzed using

the same method as in section 5.4. The Π̃(ω) function shown in Fig 5.6b shows that the momentum

anisotropy in Σ(ω) gives rise to an increased coupling strength and a mode energy that is a weighted

average of the nodal and antinodal direction. A comparison of these results with the Π̃(ω) functions

from Fig. 5.5c and 5.5d shows that, (i) the low energy kink seen by optics has an energy somewhat

smaller than the nodal kink energy seen by ARPES and (ii) there is less intensity in the high energy

range seen by optics compared with the nodal self-energy determined from ARPES. Both effects arise

because the optical Π̃(ω) function is an effective function that contains contributions from all points

around the Fermi surface.

Equation 5.4 shows that Σ(ω) is additive: it can be separated into contributions coming from

different modes. Meevasana et al. showed that if a smooth continuum is subtracted from the full

Σ1(ω) the remaining self-energy can be shown to arise from the coupling to several bosonic modes

with energies falling in the phonon frequency range [95]. They showed that the c-axis loss-function

could be used as representation for the bosonic spectral density for the OpD35 sample [125]. By

comparison to LSCO they assumed that the weaker coupling strength in the OD10 sample arises due

to stronger screening of the electron-phonon coupling. In LSCO the broad incoherent c-axis response

at optimal doping becomes more coherent in the overdoped regime and this effectively screens out the
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Figure 5.7: Experimental ARPES self-energy (open circles) and the self-energy calculated from the c-axis
loss-function for (a): the OpD35 sample and (b): the OD10 sample. The right panels show the correspond-
ing Π̃(ω) functions. The loss-functions have been scaled by an overall factor of b = 0.74 (OpD35) and b =
0.34 (OD10) as explained in the text.

low frequency phonons. The loss-functions in Fig. 4.7 show that in Bi-2201 this screening effect does

not occur.

In Fig. 5.7a we compare the self-energy obtained using Im(−1/ε̂c) as model for the full self-

energy. Panel 5.7c shows the loss-function scaled by a factor b (b only contains numerical factors from

momentum integrations, see Ref. [125]) and the Π̃(ω) function obtained from the fit of the full Σ(ω)

. The parameter b is determined by a fit to the partial self-energy as in Ref. [95]. For the OpD35

sample we find b = 0.74. The coupling constant λ ≈ 0.45 ± 0.1 in this case. A similar analysis for

the OD10 sample gives b = 0.34 and λ ≈ 0.2 ± 0.15. This is about one quarter of the total coupling

constant and compares well with estimates of the electron-phonon coupling constant obtained from

LDA calculations [122]. A comparison between the loss-function and the Π̃(ω) function in panels 5.7c

and 5.7d suggests that there could be a contribution to Π̃(ω) arising from the coupling to phonons.

However, there is much more intensity in Π̃(ω) than can be explained by the loss-function alone.

We finally compare our results to tunneling experiments. The analysis of tunneling data for the

cuprates turns out to be more complicated than for conventional superconductors. Several groups have

found evidence for coupling to bosonic modes. Two groups report coupling to a mode around 40

meV [136, 137, 138]. This is significantly lower than our result. We note however that the tunneling

experiments are mainly sensitive to the anti-nodal region of k-space due to the presence of the van
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Figure 5.8: Experimental optical self-energy of Hg1201 for 3 selected temperatures (open circles). The
solid curve at 290 Kelvin, 100 K and 20 K are calculated with the same Π̃(ω) function corresponding to 290
Kelvin. This shows that the self-energy feature between 80 and 100 meV (a shoulder at 100 K and a peak at
20 K) is caused by the prominent peak in Π̃(ω) at approximately 50 - 60 meV. The sharpening of this feature
at low temperature is due to the superconducting gap, an aspect not captured by Eq. 5.2 and therefore not
reproduced in the calculated solid curves. In the lower right panel the gap-induced sharpening is illustrated
by the optical self-energy without (black) and with (red) a 15 meV superconducting gap, calculated using
Allen’s relation [107]. Figure adapted from [139].

Hove singularity. As we have seen above ARPES experiments indicate that in the antinodal region the

mode energy is indeed close to 40 meV. As we have seen above the optical conductivity has structure

at somewhat higher energy due to the momentum anisotropy, so these results are not inconsistent with

ours.

5.7 Temperature dependence in the strong coupling formalism.

We have seen that the Π̃(ω) functions of Hg-1201 and Bi-2201 are temperature dependent, but this

should in principle be folded out by the thermal factors in Eq. 5.2 and 5.4. Here we pose the question

wether this temperature dependence of Π̃(ω) invalidates the strong coupling formalism.

Fig. 5.8 shows the Π̃(ω) function for T = 290 K (shaded area), together with the optical self-

energies calculated with this function at three different temperatures. For 290 K the theoretical curve

runs through the data points, reflecting the full convergence of the numerical fitting routine. The

theoretical curves at T = 100 K and T = 20 K are calculated with the same Π̃(ω) as for T = 290

K, but with the temperature changed corresponding to the actual temperature in Eq.’s 5.2 and 5.4. In

other words, the strong temperature dependence of the experimental optical spectra is mainly due to
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the Fermi and Bose factors of Eq.’s 5.2 and 5.4. The small differences between experimental and

theoretical curves reflect the temperature dependence of Π̃(ω) , indicating that the deviations from

the conventional strong coupling formalism are in fact quite small. It is interesting to notice, that the

shoulder in the experimental data at 100 K is reproduced by the same Π̃(ω) function as the one used

to fit the 290 K data. It can be excluded that this shoulder is due to the pseudo-gap, since a gap is

certainly absent for temperatures as high as 290 K. The shoulder is therefore due to coupling of the

electrons to the 50 - 60 meV feature in Π̃(ω) . On the other hand, the considerable sharpening of

this feature for temperatures lower than 100 K finds a natural explanation in the opening of a gap, as

illustrated in the inset of Fig. 5.8. The black curve in the inset shows Σopt(ω) calculated using an

expression due to Allen [107] valid at T = 0 K. The red curve is calculated in the same approximation

but taking into account the opening of a superconducting gap. We emphasize that the peaks of Π̃(ω)

have a one-to-one correspondence with features visible in the experimental Σopt(ω) data. In particular

the broad maximum in Σopt(ω) has its counterpart in the high amplitude region of Π̃(ω) terminating

at 290 meV as first noted by Norman and Chubukov [140].

Figure 5.9: Left: Optical self-energy Σopt(ω) (symbols) together with calculated quantities (solid lines).
The shaded area corresponds to the room temperature Π̃(ω) function used in the calculations. Right:
Σopt(ω) corresponding to glue functions from figure 5.4 compared to experiments. Symbols are experi-
ments and full lines calculations.

In Fig. 5.9 the room temperature Π̃(ω) spectra are reproduced together with experimental and
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calculated optical self energies. The experimental Σopt(ω) has been determined using the methods of

the previous section. We use the Π̃(ω) spectrum that gives the best fit to the room temperature optical

spectra to calculate the optical self-energy at several temperatures. At room temperature the calculated

Σopt(ω) is therefore the best fit to the experimental one based on Eq’s 5.2 and 5.4. The reason for

choosing the room temperature Π̃(ω) is that at lower temperatures the spectra might contain features

related to the pseudogap. Σopt(ω) is calculated at 10 K and 200 K by correspondingly changing

temperature in Eq’s 5.2 and 5.4 but using the same Π̃(ω) as for 290 K. It is clear from Fig. 5.9 that

most of the temperature dependence of the optical spectra can indeed be explained within the strong

coupling formalism. The remaining differences (for example, at high energies) can be removed by

optimizing the parameters of the histogram at lower temperatures. These results are shown in the

right hand panels of Fig. 5.9 where the optical self energies are calculated from Π̃(ω) functions at

corresponding temperatures (displayed in figure 5.4). The temperature dependence of Π̃(ω) is weak

for the OD sample but becomes stronger with decreasing doping.

5.8 Summary

Taken together, our results indicate that the main temperature and frequency dependence of the intra-

band response in the cuprates can be understood within the framework of the strong coupling formal-

ism. The only exception we have found is the UD0, Bi2201 sample. Nevertheless, it appears that a

significant portion of the high Tc phase diagram can be understood using the analysis presented above.

In the next chapter we show that the same formalism can be used to explain the anomalous optical

spectral weight transfer in both the normal and superconducting states. A comparison with ARPES ex-

periments gives similar results. We will come back to a discussion of the nature of the Π̃(ω) functions

in chapter 7 but we have already seen that the electron-phonon coupling is not the only contribution

to Π̃(ω) . In particular a model that uses the c-axis optical loss function as measure for Π̃(ω) , gives

coupling strengths that are three times to small compared to experiments. Another problem with the

electron-phonon picture is that the phonon spectrum only extends up to 100 meV, while both ARPES

and optical experiments indicate that the electrons couple to bosons with energy up to 400 meV. An

interesting question is, whether our observations could be explained by a strongly enhanced electron-

phonon coupling due to a strong interaction of the phonons with spin degrees of freedom. Such models

have recently been considered in this context [141, 142], and our results may point in this direction as

well.
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Chapter 6
Temperature dependence of the single band
sum rule.

6.1 Introduction

In this chapter we will discuss some implications of the formalism introduced in the previous chapter

with regard to the optical spectral weight. The work described in this chapter was published in Ref.

[70] and [71].

6.2 Kinetic energy and cut off effects on the optical sum rule

The formalism described in chapter 5 allows us to model the temperature dependence of the optical

spectral weight discussed in chapter 2 and 3. The normal state temperature dependence of W (ωc, T )

increases with decreasing temperature. At the critical temperature there is a sudden change in the

temperature dependence of the spectral weight. For overdoped samples W (ωc, T ) decreases below Tc

while the opposite effect happens for optimally and underdoped samples. As we discussed in chapter

2, one interpretation of this effect is that the superconducting transition in the cuprates is driven by

kinetic energy saving rather than potential energy as in ordinary BCS theory. However, two studies

[143, 46] of the doping dependence of this effect found that above optimal doping the effect changes

sign, making this interpretation somewhat unlikely. This makes a second scenario in which the normal

state changes as a function of doping more likely [144]. However it can also arise from the finite cutoff

frequency ωc that we have to choose in the experiment. Therefore we have,

W (ωc, T ) =
∫ ωc

0
Reσ(ω)dω = f(ωc)

ω2
pl

8
≡ f(ωc)

πe2a2

2~2V
EK (6.1)
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Here a is the in-plane lattice constant, V the unit cell volume, ωc an ultraviolet cut-off, ωpl the bare

plasma frequency, and

EK =
2

a2N

∑
k

∂2εk
∂k2

x

nk (6.2)

with N the number of k vectors, εk the bare dispersion as defined by the effective single band Hamil-

tonian, and nk the momentum distribution function. The function f(ωc) ≤ 1 accounts for the Drude

weight above ωc. f(ωc) equals one if we set the cutoff frequency to infinity. In general, optical integral

changes due to EK (i.e., ωpl) and f(ωc) are both present, and the difference of optical integrals at two

different temperatures, ∆W = W (T1)−W (T2), goes as

∆W = α∆EK + β∆f(ωc) (6.3)

where α and β are constants. The issue then is which term contributes more to the sum rule violation at

a given ωc. If the variation predominantly comes fromEK , it would be a true sum rule violation, related

to the variation of the kinetic energy. If the change of W comes from f(ωc), the sum-rule ‘violation’

would be a cut-off effect, unrelated to the behavior of the kinetic energy. In the next sections we

calculate the size of β∆f(ωc) in the formalism described in the previous chapter. We will first consider

the case of Einstein modes which is a simplification of the electron-phonon interaction. Then we will

consider the case were the electrons interact with a broad spectrum of bosons. Both of these cases can

be used to describe the temperature dependence in the normal state. The superconductivity induced

transfer of spectral weight will be discussed in the last section.

6.3 Einstein phonons

We want to use Eq. 5.2 to calculate,

W (ωc, T ) =
2
π

∫ ωc

0
dω

σ1(ω)
ω2
P /(4π)

= 1− 2
π

∫ ∞
ωc

dω
σ1(ω)
ω2
P /(4π)

. (6.4)

Note that Eq. 6.1 implies a temperature independent sum rule for ωc → ∞. This is because the

derivation of Eq. 5.2 assumes a quadratic dispersion leading to a constant on the right hand side of Eq.

6.2 and hence Eq. 6.1. If the cutoff frequency is much larger then the upper limit of the boson spectrum

we can suffice by calculating the conductivity at high energy accurately and use the second equality in

Eq. 6.4. Karakozov et al. [145, 146] noted that a simple expression for the high energy conductivity

could be obtained if one assumed an Einstein phonon spectrum with Debye frequency much smaller

than the cutoff. They find,

σ(ω) ≈
ω2
p/(4π)

1/τ∞ − iω
, (6.5)
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Figure 6.1: The optical spectral weight, integrated up to 1 eV, vs. temperature, for a variety of model
parameters. Curves are for results using the Kubo formula, Eq. (5.2), while symbols are for the Drude
approximation, Eq. (6.7). The lowest three curves and symbols explore the dependence with boson fre-
quency (fixed coupling strength). Starting from the 2nd lowest curve (indicated to have ωE = 40 meV),
the top three curves explore the dependence on coupling strength. As the coupling strength decreases the
temperature dependence diminishes, until there is no temperature dependence (top curve, λ = 0 but finite
elastic scattering). That two of the curves merge at low temperature is not a coincidence; they have the same
λωE product, and therefore have the same low temperature sum rule result (see Eq. (6.6) with an Einstein
spectrum substituted for α2F (Ω)). Figure taken from Ref. [71].

where

1/τ∞(T ) ≡ 1/τimp + 2π
∫ ∞

0
dΩΠ(Ω)coth

(
βΩ
2

)
. (6.6)

The partial sum rule, Eq. 6.4 can then be integrated analytically, and one obtains

WDr(ωc) ≈ (2/π)tan−1

(
ωc

1/τ∞(T )

)
. (6.7)

This approximation turns out to be accurate enough if one wants to calculate the optical conductivity

at high energy [71]. In Fig. 6.1 we show W (ωc = 1 eV , T ) as a function of temperature calculated

using the full Kubo expression and the approximation Eq. 6.7. We used Π(ω) = λω0
2 δ(Ω− ω0) and a

finite impurity scattering rate 1/τimp = 10 meV. Note that in all cases the integral shown approaches

unity for ωc → ∞. We observe from Fig 6.1 that in the absence of inelastic scattering (λ = 0) there

is no temperature dependence. The full sum rule is not completely fulfilled, due to the non-zero

elastic scattering rate. The other curves show the effect of increasing λ with fixed ω0. The overall
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spectral weight decreases with increasing coupling, while the temperature dependence also increases.

Moreover, the Drude approximation (shown with symbols) is less accurate as boson coupling increases.

Keeping the coupling strength fixed while increasing the boson frequency (lower three curves), the

sum rule violation becomes larger and the temperature dependence diminishes. For boson frequencies

larger than roughly 50 meV the Drude result becomes less accurate as can be seen from the difference

between the symbols and full curves. The most important point to be taken away from Fig. 6.1 is that

the temperature dependence introduced by taking a finite cutoff frequency is large enough to explain

the temperature dependence seen in experiments.

6.4 Gapped MFL and MMP models

Shulga et al. derived a finite temperature expression for the frequency dependent scattering rate [147],

1/τ(ω) = 2Γi +
1
ω

∫ ∞
0

dΩΠ(Ω)[2ω coth(
Ω
2T

)

−(ω + Ω) coth(
ω + Ω

2T
) + (ω − Ω) coth(

ω − Ω
2T

)]. (6.8)

This expression allows us to calculate W (ωc, T ) analytically for the MFL and MMP models discussed

above. We again write the sumrule as,

W (ωc, T ) = W (∞)−
∫ ∞
ωc

Reσ(ω, T )dω (6.9)

where W (∞) = ω2
pl/8. The optical conductivity that we use here is the extended Drude expression

Eq. 2.125 together with Eq. 6.8. The effective mass is calculated from Eq. 6.8 by Kramers - Kronig

transform. The derivation of the analytical results follows that of Ref. [70]. We first consider a

modified version of the MFL expression,

Π(Ω)GMFL =
Γ

ω2 − ω1
Θ(Ω− ω1)Θ(ω2 − Ω) (6.10)

with a lower cut-off ω1 put in by hand to prevent divergencies and a spectrum that is flat in frequency

up to an upper cut-off ω2. Γ determines the overall size of the self-energy. Note that for ω larger than

the upper cut-off ω2 of the gapped marginal Fermi liquid model [140],

1/τ = 1/τhigh = 2Γi +
Γ

ω2 − ω1
(4T ln

sinh ω2
2T

sinh ω1
2T

− ω2
2 − ω2

1

ω
) (6.11)

For T << ω2 and ω1 << ω2, this reduces to

1/τhigh = 1/τ0 −
4ΓT
ω2

ln(1− e−ω1/T ) (6.12)
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6.4 Gapped MFL and MMP models

Figure 6.2: (a) Optical integral difference calculated numerically from Eq. 6.8 versus ωc as compared to
the asymptotic result Eq. 6.13. (b) Logarithmic derivative of ∆W versus the cut-off. Figure adapted from
[70].

where 1/τ0 = 2Γi + 2Γ − Γω2/ω. Ignoring the frequency dependence of 1/τ0, and setting m∗

to 1 (ωc >> ω2) 1, we then obtain ∆W (ωc) =
ω2
pl

4π ∆(tan−1(ωcτhigh)) where again ∆W (ωc) =

W (ωc, T1)−W (ωc, T2). Expanding in ∆T , we obtain

∆W (ωc) =
ω2
pl

2πω2

ω∗c
1 + (ω∗c )2

∆
(
T ln(1− e−ω1/T )

)
(6.13)

where ω∗c = ωc/(2Γ). In Fig. 6.2, we plot Eq. 6.13 together with the calculated optical integral

difference from Eq. 6.8, and see that they match for cut-offs that are typical for experiments. Ex-

periments typically show a quadratic temperature dependence but the dependence from Eq. 6.13 is

T ln(1− e−ω1/T ), however this is close to T 2 over a wide range of temperatures.

For the MMP model we find the temperature dependence of the scattering rate to be,

1/τ(T ) = 1/τ0 + 4Γ
∫ ∞

0

xdx

x2 + 1
1

ex/T ∗ − 1
(6.14)

where 1/τ0 = 2Γ ln
√

Ω2
c+γ

2

γ with T ∗ = T/γ, and Ωc is the upper cut-off for ΠMMP . Assuming that

Ωc >> γ, we have ∆W (ωc) =
ω2
pl

4π ∆(tan−1(ωcτ)). Expanding around T = 0, we obtain

W (ωc, T ) ≈W (ωc, T = 0)−
ω2
pl

4π
C (T ∗)2 (6.15)

where

C =
π2

6
ωc

Γ ln2(Ωc/γ)
1

1 +
(

ωc
2Γ ln(Ωc/γ)

)2 (6.16)

1. Corrections from the optical mass lead to higher order terms in W of the form ln(ωc)/ω3
c .
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6. TEMPERATURE DEPENDENCE OF THE SINGLE BAND SUM RULE.

Figure 6.3: (a) Temperature dependence of Bi2212 from Ref. [45] vs. T2 (black line). The other solid
curves are calculated from Eq. 6.8 while the circles are from Eq. 6.13, using ΠMFL with Γ = 270.5 meV,
ω1 = 15.5 meV, ω2 = 301 meV. We consider two cases one with and the other with Γi = 67.5 meV but both
with the same overall ωp = 2.4 eV. The open circles correspond to Γi = 26.5 meV and ωp = 2.4 eV. (b,c)
ωc dependence of ∆W for the calculation with (b): Γi = 26.5 meV and for (c): Hg-1201. In both cases the
dashed line represents a 1/

√
ωc dependence. (d) Logarithmic derivative of ∆W for Hg-1201 from panel

(c). Figure adapted from [70].

This time, we find a truly quadratic behavior in T 1, which is a consequence of the fact that ΠMMP is

linear in ω at small ω.

In figure 6.3 we display calculations and experimental results for Bi2212 and Hg1201 [45, 50, 70].

Figure 6.3a shows a comparison between temperature dependencies calculated with Eq. 6.8 (lines)

and the analytic result from Eq. 6.13 (symbols) for two values of the impurity scattering rate. The

experimental temperature dependence of the spectral weight can be reproduced (note ∆Ek = 0) by

1. This T 2 behavior holds for T ∗ < 1/3. For higher T , the behavior of W (ωc, T ) crosses over to a linear T behavior.
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6.5 The superconducting state

slightly adjusting the plasma frequency in the calculation. Panel (b) shows the temperature difference

between 260 K and 7 K for the calculated spectral weight. Also shown is a 1/
√
ωc dependence, which

matches the calculated one over a reasonable frequency range. Note that in the simple Drude result

one expects a 1/ωc behavior instead. Panel (c) shows the experimental ∆W behavior for Hg1201.

Together with the logarithmic derivative in panel (d) we see that the experimental data is also very

close to a 1/
√
ωc behavior. From these observations, we conclude that the dominant contribution to

the T dependence of the optical integral in the normal state can be attributed to the finite cut-off. The

true sum rule ‘violation’ term ∆EK is estimated to be no larger than ∼ 20% of ∆W , as noted above.

Although we do not expect our analysis to be the entire story, in light of the evidence that Π̃(ω) is T

dependent, even though this dependence is weak in the normal state, still, based on the good agreement

of the calculations with experiment, we would argue that the bulk of the observed T dependence in the

normal state is related to the finite cut-off.

6.5 The superconducting state

The question that remains is which term dominates when the system enters the superconducting (SC)

state. This question is much harder to answer. The change at the superconducting transition is small:

there is only a 1 % difference between the extrapolated normal state and superconducting spectral

weight. We focus on the T = 0 limit since this will give the largest difference between normal and

superconducting state. Karakozov et al. [145] considered the Mattis-Bardeen limit [148]. In this limit

analytic expressions for the conductivity are available. The high frequency limit of the conductivity is

given by,
σS(ω)
σ0

≈ 1−
(

∆0

ω

)2[
1 + 2 log

2ω
∆0

]
. (6.17)

We are interested in calculating,

∆W (ωc) = −
∫ ∞
ωc

dω (σS(ω)− σN (ω)), (6.18)

which together with Eq. 6.17 gives,

∆W (ωc)
WN (ωc)

≈
(

∆0

ωc

)2[
3 + 2 log

2ωc
∆0

]
. (6.19)

This result suggests that in the Mattis-Bardeen limit W (ωc, T ) increases in the SC state. The effect

is of the same order of magnitude and even somewhat larger as observed in experiments [71]. This

suggests that non of the experimental observations are anomalous, but it turns out that the dirty limit is

not the generic case for for what happens in the SC state.
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6. TEMPERATURE DEPENDENCE OF THE SINGLE BAND SUM RULE.

Figure 6.4: Optical conductivity normalized

to σ0 ≡
ω2

p

4π τ . Solid red curves are normal
state results for a Drude model with varying
values of the scattering rate. Blue dotted lines
are from Eq. 6.20 while green dashed curves
are from Eq. 6.21. Also shown is the Mattis-
Bardeen result. Remarkably, the approximate
result is very close to the numerical result.
Figure adapted from Ref. [71].

Figure 6.5: Difference between superconducting and
normal state conductivity normalized to σ0. We see that
while the Mattis-Bardeen result is always negative, for
finite scattering rate there is a zero crossing of the dif-
ference. This effect was first observed by Chubukov et
al. . [149]. Figure adapted from Ref. [71].

If we consider a non infinite scattering rate the result turns out to be somewhat different. We will

consider the following (T = 0) expression valid for any scattering rate [150, 151, 152],

σ1(ω) =
ne2

m

1
2ω

Im
∫ ω−∆0

∆0

dω

{
1 +N(ω)N(ω − ω)− P (ω)P (ω − ω)

ε(ω − ω) + ε(ω)− i/τ

− 1−N(ω)N(ω − ω) + P (ω)P (ω − ω)
ε(ω − ω)− ε(ω)− i/τ

}
, (6.20)

where we have used ε(ω) ≡
√
ω2 −∆2

0, andN(ω) = ω/ε(ω) and P (ω) = ∆0/ε(ω), and all quantities

in Eq. (6.20) are real except for the explicit imaginary i/τ in the denominators. For high frequency we

can obtain an approximate expression by expanding to second order in ∆0/ω,

σ1S(ω)
σ0

≈ (1/τ)2

ω2 + (1/τ)2

(
1− 2

(∆0

ω

)2[1 + log
2ω
∆0

]
− 2

∆2
0

ω2 + (1/τ)2

[
1− 2 log

2ω
∆0

])
. (6.21)

In figures 6.4 and 6.5 we compare the numerical and approximate results. We see that the approximate

result is very close to the full numerical result down to low frequency. The Mattis-Bardeen result is also

shown in these graphs. In this case the normal state result is always higher than the superconducting

result as expected. For a finite scattering rate the conductivity is lower than the normal state conductiv-

ity, up to a frequency close to the value of the scattering rate where the SC state conductivity becomes

larger than the normal state. This result was first obtained by Chubukov et al. [149]. The effect is small

as emphasized by the vertical scale of figure 6.5 but comparable to what is seen in experiments. We

are now in a position to estimate the effect of opening a superconducting gap on the spectral weight.
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6.5 The superconducting state

Figure 6.6: Normalized difference of the spectral weight. The red curves show the finite scattering rate
result while the Mattis-Bardeen limit is indicated by the green curve. Also shown are the experimental
results for Bi2212 from [46] (blue symbols). Figure adapted from Ref. [71].

The result is shown in figure 6.6. We see that for finite scattering rate the effect is to decrease the spec-

tral weight compared to the normal state trend. This is in most cases opposite to what is observed in

experiments as indicated by the blue symbols. There is one exception: the overdoped Bi2212 sample

which shows a decrease of W (ωc, T ) at Tc consistent with the BCS prediction [143, 46].

To summarize, we have investigated the effect of a finite cutoff on the calculation of the optical

spectral weight in both the normal and superconducting state. In the normal state we find that the

strong temperature dependence of W (ωc, T ) indicates that the cutoff effect dominates for electrons

coupled to a broad spectrum of bosons. The opposite is true for the superconducting state where the

results from BCS theory in the clean limit indicate that the spectral weight decreases when the system

enters the superconducting state.
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Chapter 7
A minimal model of high temperature
superconductivity.

7.1 Introduction

In this final chapter I present a comprehensive analysis of the optical properties of hole doped high

Tc superconductors. I extend the analysis of previous chapters to Bi2212 [45, 46] and Bi2223 [47].

From the comparison I derive a minimal model for the bosonic spectral density Π̃(ω) and show that

this model can explain most of the experimental observations including the high critical temperature

of these compounds.

7.2 Electron-boson coupling in other cuprates

The analysis of optical spectra belonging to different families of cuprates, i.e. Bi2Sr2Ca2Cu3O10+δ

(Bi-2223) [47], as well as four Bi2Sr2CaCu2O8+δ (Bi-2212) crystals [45, 46] with different hole con-

centrations, has been repeated along the same lines as discussed in chapter 5 for Hg1201 and Bi2201.

In figure 7.1 we show a comparison of the reflectivity for optimally doped Bi2201 (Tc = 35 K), Bi2212

(Tc = 88 K) and Bi2223 (Tc = 110 K). The right hand panels show the reflectivity in the far infrared

(IR) region of the spectrum. For all three compounds the room temperature reflectivity follows the

Hagen-Rubens behavior at low frequency. At the lowest temperatures all three compounds are in the

superconducting state and the reflectivity is very close to unity at low frequency. The point where

R(ω) departs from unity clearly shifts to higher frequency with increasing critical temperature, which

reflects the increase in the superconducting gap size. Using the point where R(ω) departs from unity

as a rough measure for 2∆, we find a ratio of 2∆/kbTc ≈ 5 - 6 in all three cases. Another feature

that becomes more pronounced with increasing number of layers is the “dip” just above the the point
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7. A MINIMAL MODEL OF HIGH TEMPERATURE SUPERCONDUCTIVITY.

Figure 7.1: Left: Reflectivity for optimally doped Bi2201, Bi2212 and Bi2223 at selected temperatures.
Right: The far IR region on an enlarged scale together with fits (black lines) to the experimental data. We
only made fits at temperatures above the critical temperature, except for Bi2201. In this case the gap quite
small and the effect on the resulting Π̃(ω) function should be small.

where departs R(ω) from unity. This feature has been discussed extensively in the literature [81]. It is

believed to arise from a combined effect of electrons coupling to bosonic modes and the pseudo-gap

or superconducting gap. We used the method of chapter 5 to extract a Π̃(ω) function from the normal

state reflectivity and ellipsometry data of these compounds. Some representative fits to the reflectivity

are shown as black lines in figure 7.1. In the case of the OpD35, Bi2201 sample we also show a fit to

the superconducting 10 K data. In this case the gap is quite small and its influence on the analysis rela-

tively unimportant. We collect the Π̃(ω) functions for all samples in figure 7.2. The Π̃(ω) spectra show

significant temperature dependence for all samples. Such temperature dependence is a direct conse-

quence of the peculiar DC and far infrared conductivity, in particular the T -linear DC resistivity and

ω/T scaling of Tσ(ω, T ) at optimal doping [74]. With increasing doping the temperature dependence

diminishes, which is an indication that a more conventional Fermi liquid regime is approached. As dis-
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7.2 Electron-boson coupling in other cuprates

Figure 7.2: Electron-boson coupling function Π̃(ω) for Bi-2201 at four different charge carrier concen-
trations, Bi-2212 at four charge carrier concentrations, and optimally doped Bi-2223 and Hg-1201. The
spectra are organized according to doping (UD, OpD and OD, left to right) and Tc (top to bottom).

cussed above the most strongly underdoped sample, Bi2201-UD0, exhibits an upturn of the imaginary

part of the experimental optical self-energy for ω → 0. This aspect of the data can not be reproduced

by the Eliashberg expression, resulting in an artificial and unphysical peak at ω ≈ 0 of the fitted Π̃(ω)

function.

We observe two main features in the glue-function for all samples: A robust peak at 50-60 meV

and a broad continuum. The upper limit of Π̃(ω) is situated around approximately 300 meV for the

optimally doped bilayer and trilayer samples. The continuum extends to somewhat higher energy for

overdoped samples (550 meV for the Bi2201 and 400 meV for the Bi2212 sample), while there is a

clear contraction of the continuum to lower energies when the carrier concentration is reduced. An

important observation is that the glue function has an energy well above the upper limit of the phonon

frequencies in the cuprates (∼ 100 meV). Consequently, the high energy part of Π̃(ω) reflects in one

way or another the strong coupling between the electrons themselves, which may require a theoretical

treatment beyond the strong coupling expansion outlined in chapter 2. This implies that the Π̃(ω)

function obtained in our study should be interpreted as a representation of all interaction processes

relevant for these strongly interacting electron systems.

As discussed before (section 5.7), in the standard Eliashberg formalism one does not expect Π̃(ω)

to be temperature dependent. In principle the temperature dependence should be folded out by the
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7. A MINIMAL MODEL OF HIGH TEMPERATURE SUPERCONDUCTIVITY.

Fermi and Bose factors appearing in the expressions for the self-energy and conductivity. There are

several reasons why Π̃(ω) nevertheless could acquire a temperature dependence. One reason could

be that we have not taken into account the effect of a (pseudo)gap. Our method ignores any energy

dependence of the density of states or the presence of a gap in the electronic spectrum. If at some

temperature a gap opens, then our method will try to accommodate for the changes in the experimental

data by adjusting the boson spectrum. Another possibility is a feedback effect: if Π̃(ω) is made up

out of low energy bosons, which derive from integrating out high energy electron degrees of freedom,

then changing temperature will induce temperature dependence in Π̃(ω) due to changes in the electron

distribution function with temperature. This effect can be particularly large if at a certain temperature

a gap opens up in the electronic spectrum. For example, in the spin fluctuation theory the low energy

bosons are spin fluctuations. In the normal, ungapped state the spin modes are diffusive and form a

broad featureless spectrum (see Eq. 5.11). When a gap opens up in the electronic spectrum the effect

on the spin fluctuation spectrum is substantial: the continuum also becomes gapped and a propagating

spin mode is formed in the gap [153]. This example demonstrates that the temperature dependence can

arise from a complicated interplay of several factors.

In chapter 5 we showed that the temperature dependence of the optical spectra could by and large

be explained assuming a temperature independent Π̃(ω) function. The remaining small discrepancies

between experiment and calculation arise from the temperature dependence of Π̃(ω) . Figure 7.3 shows

the optical self energy for optimally doped Bi2201, Bi2212 and Bi2223. In each case we use the room

temperature Π̃(ω) function to calculate the optical self energy at lower temperatures. The comparison

between experiment and calculation is almost perfect for the Bi2212 and Bi2223 samples. The less

good fit for the Bi2201 sample is reflected by the strong temperature dependence of the Π̃(ω) function

in this case (see fig. 7.2), while the good fit at low temperatures in the other two cases reflects the

weak temperature dependence of Π̃(ω) . Another interesting feature in the optical self energy is the

peak around 100 meV, which can be most clearly seen in the superconducting state. This peak can

be directly related to the “dip” in the reflectivity mentioned above. Figure 7.3 clearly shows that this

structure arises from the coupling to a bosonic mode at 50 - 60 meV, evidenced by the shoulder seen

in the calculations. Above Tc this allows to perfectly reproduce the experimental Σopt(ω) . Below

Tc the experimental peak is more pronounced than predicted by our calculation. The origin of this

discrepancy can be found in the opening of the superconducting gap as shown in figure 5.8. This effect

is largest for Bi2223, for which we know the superconducting gap to be largest. For Bi2223 we also

discern a slight shift of the maximum to higher energy in the 20 K curve. This is expected: in an

s-wave superconductor one expects this maximum to occur at 2∆ + ω0, where ω0 is the energy of a

sharp boson mode. In the cuprates this shift is never exactly observed. A possible reason for this could
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7.2 Electron-boson coupling in other cuprates

Figure 7.3: Experimental Σopt(ω) for optimally doped Bi2201, Bi2212 and Bi2223 (symbols). Also shown
are the Σopt(ω) calculated from the Π̃(ω) function indicated by the shaded area.

be that the gap is not a full s-wave gap and the momentum dependence may change or smear out the

onset energy of scattering.

Another feature born out by figure 7.3 is a one to one correspondence between structure in Π̃(ω)

and structure in Σopt(ω) [140]. We already discussed the correspondence between the low energy peak

and the maximum in the low temperature Σopt(ω) . In the Bi2212 and Bi2223 Π̃(ω) function there is

a second maximum around 300 meV. This maximum is reflected in a maximum in Σopt(ω) . In the

case of Bi2201 the continuum appears to have a maximum at lower energy (just above the low energy

peak) and this is reflected in a Σopt(ω) that is slowly decreasing at high energy. Before turning to an

interpretation of our results we first compare our observations to what is found in other experiments

and using other methods of data inversion.

103



7. A MINIMAL MODEL OF HIGH TEMPERATURE SUPERCONDUCTIVITY.

7.3 Comparison with other optical experiments.

Hwang et al. have investigated the coupling to bosonic modes by analyzing the optical scattering rates

of Bi-2212 [117, 84, 154, 155, 156, 157], YBCO [158] and LSCO [159]. Several other groups have

applied different methods of analysis to optical spectra with similar results but differing interpretations

[160, 161, 162, 163, 164, 165, 166, 111, 167, 168]. Several other techniques, like ARPES [127, 119,

128, 118, 131, 132, 169, 120, 133, 95, 129, 130] and tunneling [136, 137, 170, 138], also show evidence

for coupling of electrons to bosonic modes as discussed in section 5.6.

We first compare our results with other optical experiments. Most authors find a spectral func-

tion consisting of two contributions: a peak below 100 meV and structure in the 200 - 300 meV

range. The doping trend of Σopt(ω) seen in Fig. 5.9 is similar to the one observed in Ref. [154]

for Bi2Sr2CaCu2O8+δ , namely that Σopt(ω) is a broad and featureless function for high dopings and

becomes peaked and narrow for lower dopings. These authors apply an analysis [155] similar to ours

and also find an overall decrease in intensity in Π̃(ω) with increasing doping (note that in Ref. [155]

the notation I2χ(ω) is used instead of Π̃(ω) ). In figure 7.4 we compare our result for optimally doped

Bi2212 to the result obtained by Hwang et al. . The main difference that appears from fig. 7.4 is that we

Figure 7.4: Comparison of the Π̃(ω) functions obtained by (a): our analysis and (b): the analysis of Ref.
[155]. The samples are both optimally doped but the sample in panel (b) has Y mixed in.

find the spectra to be much less temperature dependent in the low energy region of Π̃(ω) , in agreement

with the results obtained by Dordevic et al. [111]. Hwang et al. explain the temperature and doping

dependence of these spectra as arising from the presence of a pseudogap at lower temperatures for the

underdoped samples [157]. The analysis in Fig. 5.8 and 5.9 allows another interpretation. The peak in

Σopt(ω) at low doping arises from the coupling to a bosonic mode. This peak is smeared out at higher

temperatures by the Bose and Fermi factors appearing in Eq’s 5.2 and 5.4. The peak in Σopt(ω) disap-

pears with increasing doping simply because the coupling to low energy bosonic modes gets weaker.

The temperature effect is much more pronounced in fig. 5.8 and fig. 7.3 where the low energy peak in

Σopt(ω) is more clearly visible. Although there is no simple relation between the energy of a peak seen

in Σopt(ω) and one seen in Π̃(ω) a pseudogap would shift the peak in Σopt(ω) to higher energies as
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compared to the peak in Π̃(ω) . We note that the experimental Σopt(ω) for underdoped Bi2201 (where

the pseudogap is expected to be largest) shows the opposite trend, i.e. the peak in Σopt(ω) shifts to

lower energy with decreasing temperature. The only case where there is a clear shift of the low energy

peak in Σopt(ω) is that of Bi2223 in the superconducting state. Our analysis thus shows that features

in the optical spectra which have been attributed to the opening of a pseudogap [22, 157] can in fact be

explained by a nearly temperature independent peak in Π̃(ω) in the 50 - 60 meV range.

7.4 Other inversion methods.

There are many ways to “invert” Eq.’s 5.2 and 5.4. Since there exists no unique solution to this ill-posed

problem it is easy to imagine that different methods will give quite different results. A comparison of

results from different methods would therefore be very useful. Such an analysis was presented in Ref.

[171] were different methods were tested using model calculations. Here we compare our method

to two other methods of extracting Π̃(ω) , and show how the results change when these methods are

applied to the same experimental data. The first method is due to Dordevic et al. [111] and the second

is due to Schachinger et al. [171]. We first briefly recapitulate these methods and then compare results

obtained from an analysis of the Hg-1201 data presented in chapter 3. I am indebted to both S. Dordevic

and E. Schachinger who analyzed the Hg1201 experimental data using their inversion method.

The method by Dordevic et al. is based on a direct inversion of the optical scattering rate. They

consider the finite temperature form for the scattering rate derived by Shulga et al. [147], Eq. 6.8. This

expression can be written as [111],

1
τ(ω, T )

=
∫ ∞

0
dΩΠ(Ω)K(ω,Ω, T ) (7.1)

where 1/τ(ω, T ) has been determined experimentally,K(ω,Ω, T ) is a kernel and Π(Ω) is the function

to be determined. This expression can be inverted numerically, provided that we discretize Eq. 7.1,

1
τ(ωi, T )

=
N∑
j=1

∆ΩjΠ(Ωj)K(ωi,Ωj , T ) (7.2)

where i runs over the number of data points. This is a simple matrix equation and the problem is

reduced to finding the inverse of the matrix K(ωi,Ωj , T ). Dordevic et al. do the inversion using a

singular value decomposition (SVD), in which the matrix K is decomposed into three matrices K =

USV T . U and V are orthogonal matrices such that UT = U−1 and V T = V −1 while the matrix S is

a diagonal matrix with elements wj that are called the singular values off the matrix K. The inverse of

K is than given by K−1 = V S−1UT . Once this decomposition has been made we can calculate the

solution of the inversion problem. If all the singular values of K are kept in the inversion the method is

exact but usually noisy [111]. The solution can be smoothed if we replace the largest 1/wj by zeroes.
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How many singular values should be kept to make an accurate inversion cannot be determined a priori

so usually there is a trade off between noise in the solution and maximum number of singular values.

A big advantage of this method is that it is very easy to generalize for different forms of the kernel K.

For example, Dordevic et al. also consider the superconducting state where the kernel is given by,

K(ω,Ω, T ) =
2π
ω

(ω − Ω)E

(√
1− 4∆2

(ω − Ω)2

)
(7.3)

The big disadvantage is that the method allows for “unphysical” output: the Π̃(ω) functions derived

with this method contain negative values. Dordevic et al. attribute these negative values to two different

aspects of the analysis. Firstly there is the issue of numerical accuracy, and secondly there is the

possibility that not all the physics is captured by Eq.’ 7.1. In the first case the negative parts can

usually be removed by using more singular values in the inversion process. In the second case the

negative parts could have a physical origin. For example they could arise from a (pseudo) gap in the

spectrum that has not been taken into account.

The second method is the one used by Schachinger et al. based on the maximum entropy method

(MaxEnt) [171]. Since there are many solutions to the inversion problem, Eq. 7.1, that fit 1/τ(ω)

within the experimental error bars, one can define a probability distribution p(a|t, I) of possible solu-

tions a for the dataset t. I contains information on the problem like the form of the kernel in Eq. 7.1.

Bayes’ theorem allows us to relate this probability to three other probabilities,

p(a|t, I) =
p(t|a, I)p(a|I)

p(t|I)
(7.4)

p(a|I) is known as the prior: the probability to find the solution a given I without knowledge of the

experimental data. The probability that we want to calculate, p(a|t, I) is called the posterior and Eq.

7.4 tells us that it is proportional to finding the most probable solution a without knowledge of the

data. The proportionality factor p(t|a, I) is known as the likelihood function. It gives a measure of

how probable a solution a is given knowledge of the experimental data t and an estimate of the error

bars of the measurement of t. p(t|I) normalizes the posterior probability. In the case considered here

the likelihood function we are interested in is p(t|t0, I) where t0 is the model vector with elements

t0,i = 1/τ(ωi) calculated from input parameters aj . We now make the assumption that,

p(t|t0, I) =
1

(2πσ)N/2
exp (−χ

2

2
) (7.5)

which is a normal distribution with standard deviation σ of the χ2 (χ2 is given by Eq. 5.14). The most

uninformative prior is given by [172],

p(a|α, I) =
1∏N

j=1
√
aj

exp (−αS) (7.6)
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7.4 Other inversion methods.

Figure 7.5: Comparison of the Π̃(ω) functions obtained with (blue) the LSF method used in this thesis,
(black) the MaxEnt method and (red) the SVD method. For the MaxEnt method a σ = 5.0 was used, while
in the SVD method about 15 of 300 svs were kept.

where,

S =
N∑
j=1

[
aj −mj − aj log(

aj
mj

)
]

(7.7)

which is known as the Shannon-Jaynes entropy. Here m is the default model vector, that represents the

most probable solution without any knowledge of experimental results. The α appearing in Eq. 7.6

is a regularization parameter. One way is to adjust α such that χ2 = N . The MaxEnt method states

that the most probable solution a is the one that optimizes the entropy Eq. 7.7, as this will maximize

the prior p(a|α, I). The likelihood p(t|t0, I) ensures that this solution is within a standard deviation

of the experimental data t. There are several possibilities for choosing the model vector m. If nothing

is known about the solution, the best choice is a constant. Schachinger et al. apply this method to

invert experimental data of 1/τ(ω) in both the superconducting and normal state. They start from a

constant vector m and require that the final solution converges to this value at the highest frequency

considered. One has to carefully check the dependence of the solution on the choice of this value. In a

second step the resulting Π̃(ω) function is further optimized in a least squares fitting routine based on

the Eliashberg equations.

Figure 7.5 shows a comparison of the Π̃(ω) function obtained at 100 K with the three different

inversion methods: least squares fitting (LSF), maximum entropy (MaxEnt) and singular value decom-

position inversion (SVD). We have used 100 K here because the inversion at higher temperatures is

unstable with the SVD method, while at lower temperatures the superconducting gap makes the anal-

ysis more complicated. The agreement in the determination of the 50 - 60 meV peak is quite good

in both position and amplitude. However, comparing the energy of the maximum of the MaxEnt and

SVD spectra with the central energy of the largest block one finds ωMN ≈ 44 meV, ωSV D ≈ 50 meV
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7. A MINIMAL MODEL OF HIGH TEMPERATURE SUPERCONDUCTIVITY.

Figure 7.6: Left panel: Experimental 1/τ(ω) (open symbols) compared with calculated scattering rates
from the Π̃(ω) functions in figure 7.5. Right panels: Residuals (see text) for the three different models.
Also indicated are the χ2 for each model normalized to N2, where N = 156 in each case.

and ωLSF ≈ 54 meV. This is quite a significant difference. Both the MaxEnt and LSF methods display

a peak around 200 meV, but the energy seems to be slightly smaller in the MaxEnt result. The SVD

method does not seem to give useful results above the first negative dip.

The scattering rates calculated with these Π̃(ω) functions are shown in figure 7.6. The model

scattering rates are all very close to the measured scattering rate. To quantify the differences between

the three curves we plot the residual defined as ri = (1/τ(ωi) − f(ωi))/σ (see the Eq. 5.14) in the

right panels of Fig. 7.6. A comparison of these three panels shows some remarkable things. Firstly, the

LSF and SVD methods give an almost identical reproduction of the 1/τ(ωi) data. The MaxEnt method

clearly gives a slightly different result with a less good fit at low energy. We also indicated the value of

χ2 calculated for each spectrum normalized toN2, where N = 156 is the number of experimental points

and is thus the same in each case. The LSF and SVD methods are equally good while the MaxEnt is

less good in a least squares sense. This does not necessarily mean that the MaxEnt Π̃(ω) function is

not a good solution: a different criterium was used to determine Π̃(ω) . In the language of the MaxEnt

method each of these solutions is indistinguishable because they fall within a standard deviation from

the best solution defined by Eq. 7.5. In such a case the MaxEnt method requires additional input (the

background information I) from other experiments.

As explained in the previous section Hwang et al. find a different high temperature behavior of

Π̃(ω) compared to our result. They find that at high temperature the low energy feature disappears
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7.4 Other inversion methods.

Figure 7.7: Π̃(ω) function obtained with the MaxEnt method for three different temperatures. There is a
clear blue-shift of the low energy peak with increasing temperature. These result should be compared to
Fig. 5.2f.

into the continuum. A similar, although weaker, trend is obtained by applying their analysis to our

Hg1201 data. The Π̃(ω) functions obtained using the method of Schachinger on the Hg1201 data

presented in chapter 3 are shown in figure 7.7. In this case the effect is not as strong as reported in

[155], where the peak almost completely disappears (compare with the right hand panel in fig. 7.4).

The room temperature result obtained in our study can be reproduced with the MaxEnt method if the

default vector m is chosen to be equal to the solution obtained at 200 K. This highlights a difficulty in

the MaxEnt method: the solution to the inversion problem somehow depends on how much is known

about the solution. We stress that if one only uses the LSF method, as used in this thesis, as a criterion

for determining the quality of the solution, this ambiguity is almost always resolved.

Besides a different criterion for determining the quality of a given solution, there could be two

other reasons for the difference between the three methods. Firstly, we use the full Kubo formula as

opposed to the memory function approximation for the scattering rate. Secondly, our method is less

prone to errors made in the determination of the interband contributions. As explained in section 2.4.4

to determine 1/τ(ω) one has to make assumptions on ωp and ε∞. Our method is applied directly to the

reflectivity and ellipsometric data where we include the interband contribution explicitly. Moreover,

our method takes into account both the real and imaginary parts of the conductivity simultaneously.

The finite temperature extension derived by Shulga et al. is reasonably good at low temperature

and frequency, but less good at high temperatures and frequency. In figure 7.8 we show a comparison

between the scattering rates calculated from the Kubo conductivity, Eq. 5.2, and from the approxi-

mation derived by Shulga, Eq. 6.8. All spectra are calculated using the same input Π̃(ω) function.

We note two differences between the Kubo and Shulga results: (i) the high frequency scattering rate

saturates much earlier in the Shulga approximation and (ii) the structure induced by the 50 - 60 meV
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7. A MINIMAL MODEL OF HIGH TEMPERATURE SUPERCONDUCTIVITY.

Figure 7.8: Scattering rates calculated from the Kubo formula Eq. 5.2 (black) and the approximation
derived by Shulga 6.8 (red). In all cases we have used the room temperature Π̃(ω) function of Hg1201
presented in fig. 7.2. The displayed temperatures are 20 K, 100 K, 200 K, and 290 K from top to bottom.

peak is much weaker in the Shulga approximation and becomes even weaker at high temperature.

This comparison shows that using the Shulga approximation at room temperature is clearly a bad

idea. Schachinger et al. use this approximation together with the MaxEnt method to obtain a Π̃(ω)

function. Schachinger et al. then parameterize the I2χ using a few parameters, and optimize these

parameters using a least squares fitting routine. In this last step they use the Eliashberg equations

together with the full Kubo expression for the conductivity. It is clear that part of the difference between

our results could be explained if only the Shulga result was used. At 100 K and 200 K their method

gives the same result as our method: a nearly temperature independent Π̃(ω) function with a peak at 50

- 60 meV and a continuum. The χ2 obtained at these two temperatures is nearly identical to the ones

obtained with our method. At room temperature their method shows a small but significant shift of the

50 - 60 meV peak that is not observed with our method. It is possible that the parametrization of the

room temperature Π̃(ω) function obtained with the MaxEnt method is not flexible enough to correct

for the error introduced by using the Shulga approximation.

We conclude from the above comparison that results obtained from our method and the MaxEnt

method are indeed very close. It appears that at temperatures above 200 K the combination of MaxEnt

and the full Eliashberg analysis are a less accurate than our method. This statement is based on the fact

that our method gives a better fit to the original reflectivity data or the scattering rate. The resulting

difference between our Π̃(ω) function and the one obtained by Schachinger et al. is crucial: based on

the results obtained for optimally doped Bi2212 in Ref. [155] (see fig. 7.4), one would be tempted

to conclude that the optical spectra are well described by a model in which the electrons interact with

a spin fluctuation continuum. This continuum is broad and featureless at room temperature, while

it develops a resonant structure at lower temperatures due to the opening of a (pseudo-) gap. Our
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analysis also indicates the coupling to a broad spin fluctuation spectrum, but it clearly shows that an

important part of Π̃(ω) cannot be attributed to spin fluctuations, and has clear characteristics of the

electron-phonon interaction.

7.5 Discussion

From the results presented in this thesis we can conclude that the optical properties of cuprates can be

well described within a generalized Eliashberg formalism. The frequency and temperature dependence

of the conductivity of optimally and overdoped materials can be almost completely characterized by

a single Π̃(ω) function. This gives strong evidence that in this part of the phase diagram the normal

state is a Fermi liquid. The peculiar properties or “strangeness” of the normal state arises from a

strong scattering of the electrons from phonon and electronic degrees of freedom, that decoheres the

electron motion. With increasing doping this scattering mechanism weakens and the electrons behave

more coherently, and hence more Fermi liquid like. This behavior is also seen in ARPES experiments

where strongly doped samples show sharp, coherent Fermi surfaces [173]. With decreasing doping the

Fermi surface breaks up into Fermi arcs below optimal doping [95, 174]. Recently, the observation of

quantum oscillations in underdoped samples was taken as evidence that the Fermi arcs seen in ARPES

are actually small Fermi pockets [175]. This suggests that even for underdoped samples a Fermi liquid

state may still be a valid starting point for a perturbation expansion. The Π̃(ω) functions in the left

hand panels of figure 7.2 suggest that with decreasing doping the conventional Eliashberg picture is

less good in capturing all the details of the optical spectra. This indicates that some modification of

the theory has to be made. Since the Eliashberg formalism is essentially a perturbation expansion, the

validity of the formalism is governed by a “small parameter”. This parameter is usually expressed as

an effective coupling constant. A measure for this coupling constant is given by, λ = 2
∫∞

0 Π̃(ω)/ωdω

(see section 5.4). The coupling strength, shown in Fig. 7.9, shows a strong and systematic increase

of λ for decreasing hole concentration. We note that the coupling constant increases toward lower

temperatures, and that the temperature dependence is stronger at lower doping. As can be see from

Fig. 7.2, this systematic temperature dependence of λ is a direct consequence of a growth of weight for

energies below the 50-60 meV feature. As discussed above this temperature dependence reflects the

electronic nature of Π̃(ω) Several theoretical proposals exist that would give rise to a boson spectrum

deriving from electronic degrees of freedom [39, 112, 113, 116]. The coupling strengths reported in

figure 7.9 are extremely large compared to those observed in normal metals. The trend of increasing

coupling strength with decreasing doping is consistent with the observation of a increasingly incoherent

Fermi surface in ARPES. An interesting question that is not completely answered by our study is

whether this coupling strength diverges at lower dopings, as expected in a picture where the undoped
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7. A MINIMAL MODEL OF HIGH TEMPERATURE SUPERCONDUCTIVITY.

Figure 7.9: Coupling strength as a function of carrier concentration. Open symbols: 290 K, closed symbols:
100K. The symbol colors and types refer to the same samples as in Fig. 7.10. The observed trend of
decreasing λ with doping is consistent with other experiments (e.g Ref’s. [155, 118, 95])

state is a Mott insulator. In this picture the undoped parent compound is a strongly correlated anti-

ferromagnetic insulator. Since the electrons then become completely localized they can be described

as having infinitely large effective mass. Doping such a state will make the electrons more and more

mobile leading to a finite mass that decreases with increasing doping [17]. We have found one sample

where the Eliashberg formalism clearly can not describe the optical data (the UD0 Bi2201 sample) but

in this sample disorder may play a much more important role than the approach to the Mott insulator.

The most prominent feature, present in all spectra reproduced in Fig. 7.2, is a peak corresponding

to an average frequency of 50 -60 meV. Perhaps the most striking aspect of this peak is the fact that its

energy, displayed in Fig. 7.10, is practically independent of temperature (up to room temperature) and

sample composition. Moreover, the intensity and width are essentially temperature independent. While

our results confirm by and large the observations of Hwang et al. in the pseudo-gap phase [155, 156],

the persistence of the 50-60 meV peak to room temperature has not been reported before.

It is difficult to determine the origin of the structures in Π̃(ω) due to the closeness of several energy

scales. The 50 - 60 meV peak has been previously ascribed to the spin resonance seen by neutron scat-

tering. The fact that in our analysis it persists to room temperature almost unchanged seems to exclude

an interpretation solely in terms of spin-fluctuations. The coupling to oxygen vibrations falls in this

range but first principles calculations put an upper limit of λ ≈ 0.6 on the total (i.e., integrated over all

vibrational modes) electron-phonon coupling constant. This is too small to explain the coupling seen

below 100 meV except perhaps for the most overdoped Bi2201 and Bi2212 samples. It is clear that

the continuum extending up to 300 meV has to be of electronic nature. Indeed Maier, Poilblanc and

Scalapino obtained from numerical studies of the Hubbard model [176] a d-wave projected suscepti-

bility which has structure around the energy scale 2J ≈ 280 meV, close to the structure in Π̃(ω) seen
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Figure 7.10: Frequency of the peak maximum in the electron-boson coupling functions of Fig. 7.2 as a
function of temperature. The mean frequency for all temperatures and samples is 56 ± 8 meV

in the optimally doped samples. This continuum also gives a contribution to Π̃(ω) in the range below

100 meV. With decreasing doping the continuum contracts adding more amplitude in the range below

100 meV. This observation together with the observation that the strength of the 50 - 60 meV peak

increases with decreasing doping suggests an interplay between phonon and electronic degrees of free-

dom [141, 142, 177]. This interpretation naturally explains the doping and temperature dependence of

the 50 - 60 meV peak in all samples.

Maier et al. also showed that the ’anomalous’ self-energy associated with the pairing has a small

but finite contribution extending to an energy as high as U , demonstrating that the pairing-interaction

is, in part, effectively non-retarded. The theoretical approaches to the pairing mechanism are divided in

two main schools: One which concentrates on a pairing-mechanism entirely due to this ’non-retarded’

interaction [36] or so-called Mottness [178], and the other which attributes it to the retarded glue-

function [39, 112, 113, 153]. Indeed our experiments indicate this mixing to take place as evidenced

by the anomalous spectral weight transfer at the critical temperature discussed in the previous chapter.

The function Π̃(ω) obtained in our analysis represents the total spectral density of bosons in all

angular momentum channels. The properties of the superconducting state in the cuprates are mainly

determined by the projection of Π̃(ω) on the d-wave channel as evidenced by the symmetry of the order

parameter. We can obtain an upper limit on the critical temperature by assuming that the entire Π̃(ω)

has a projection on the d-wave channel and assuming that the pseudo-potential µ∗ = 0. Obviously,

the actual critical temperatures will be lower as a result of the pair-breaking contributions in Π̃(ω) .

The critical temperature can be calculated straightforwardly from the Eliashberg equations [179] when

Π̃(ω) is known. As shown in Fig. 7.11, the Tc’s are in the 150-300 K range for all samples studied

here, and they correlate with the experimentally observed doping trends of Tc for the single-layer and
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7. A MINIMAL MODEL OF HIGH TEMPERATURE SUPERCONDUCTIVITY.

Figure 7.11: Experimental critical temperatures and upper limit on Tc calculated from Eliashberg theory
using the Π̃(ω) functions of Fig. 7.2 at 290 Kelvin as input.

bilayer high-Tc materials. The low value of Tc in single layer Bi2201 correlates with a relatively high

amplitude of Π̃(ω) below the 50-60 meV peak, and a very low amplitude or absence of the 0.25 eV

peak. In contrast, the three samples with the highest critical temperature, Bi2212 OpD88, Bi-2223 and

Hg-1201, show the most pronounced weight at ∼ 0.25 eV. We note that in order to get a substantial

value for Tc in the overdoped samples the high energy part of Π̃(ω) is necessary.

7.6 Conclusion

I have presented an analysis of the optical properties of several hole doped cuprates using a general-

ized Eliashberg formalism. I have shown that this formalism can be consistently applied for optimally

and overdoped samples. The formalism needs to be modified in the underdoped region of the phase

diagram, where one should probably include the presence of a pseudogap or consider the role played

by vertex corrections due to the extremely large coupling strength. Although such modifications will

definitely influence the resulting Π̃(ω) functions I believe the main result will be to reduce the temper-

ature dependence of the Π̃(ω) functions. near optimal doping and above the Π̃(ω) function consists

of two features: a peak at 50 - 60 meV and a continuum. The 50 -60 meV peak likely arises in part

from phonon degrees of freedom. The continuum is electronic in origin, and possibly related to dif-

fusive spin modes. With decreasing doping the continuum contracts and the intensity in the 50 - 60

meV peak increases. This suggests an interplay between phonon and magnetic degrees of freedom, in

support of several recent theoretical and experimental observations [141, 142]. Under the assumption

that the entire Π̃(ω) function projects favorably on the d − wave channel, we find that it can easily

explain the high critical temperature in these materials. Taken together our observations suggest that

superconductivity in the cuprates arises through the exchange of force mediating bosons.
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